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Abstract

Causal inference in observational studies relies on the conditional independence of
outcomes and treatment given confounding covariates. When confounders are miss-
ing not at random (MNAR), this condition fails, and causal parameters are no longer
identified. We consider scenarios where missingness of the confounder depend on
the confounder but is conditionally independent of the outcome given treatment and
confounders (OIM). We propose an efficient and doubly robust estimator of the av-
erage treatment effect (ATE); it is based on well-known sample averages of observed
outcomes and estimated conditional mean outcomes but with novel propensities and
weights that adjust for confounder missingness. To estimate these weights we invert
integral equations that relate observed distributions to: (i) the joint propensity score,
defined as the probability of receiving treatment and having all confounders observed,
and (ii) the distribution of confounders conditional on missingness, that are unob-
served due to missingness. The inversion relies on OIM and a completeness of the
full-data distribution in the outcome. To extend the analysis to prevalent empirical
settings with insufficient variation in the outcome, e.g., binary outcome or multiple
continuous confounders with missing values, we propose a low-rank assumption on
the missingness mechanism that regularizes an ill-posed integral equation and leads
to efficiency gains when the inversion is well-posed. Furthermore, we derive the semi-
parametric efficiency bound for the ATE in OIM setting, show that our estimator
achieves the bound, and enjoys novel and standard robustness properties of double
machine learning estimators. We benchmark our estimator with simulations and
three empirical applications: the impact of the Job Corps program on employment,
the effect of smoking on blood lead levels, and the influence of education on general
health satisfaction.
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1 Introduction

Estimating the average treatment effect, denoted ATE or 7, in observational studies cru-
cially relies on the unconfoundedness assumption that potential outcomes and treatment
are conditionally independent given confounding covariates (Rosenbaum and Rubin, 1984;
Imbens and Rubin, 2015). When observations of confounders are missing in a way that
depends on the values of outcomes or covariates, referred to as missing not at random
(MNAR), unconfoundedness fails. Consequently, the mean conditional outcomes and propen-
sity score cannot be identified, and standard inferences based on complete observations are
inconsistent due to selection bias. This issue is prevalent in practice. For instance, in a
survey, low education and high income values are commonly undisclosed by respondents in
order to protect their privacy (Bollinger et al., 2019).

Existing approaches to missing confounders typically rely on strong assumptions on the
missingness mechanism. If data are missing completely at random (MCAR), meaning the
event of missingness is independent of every variable in the study, including those with
missing values, then complete-case analysis is valid, albeit inefficient. More often, analysts
make the missing at random (MAR) assumption. This holds when the event of missingness
depends only on completely observed variables and not on variables with missing values.
Under MAR the full-data distribution is identified and multiple imputation or inverse-
probability weighting methods can be used. The MAR assumption requires the event that
a confounder value is missing to be conditionally independent of that confounder given
treatment, outcome and completely observed confounders. However, if the missingness
mechanism is not independent of the missing values, e.g., withholding education when
it is low or income when it is high, these methods fail and yield inconsistent estimates.
Accounting for missing confounders in the MNAR setting requires qualitatively different
techniques and motivates our work.

We consider estimation of the ATE in scenarios where the event of confounder missing-
ness may depend on the confounder value but is independent of the outcome (OIM). More
precisely, following the framework of Yang et al. (2019), we assume that the missingness
mechanism is conditionally independent of the outcome given treatment and confounders.
This assumption can be understood by analogy with the unconfoundedness of treatment:
under this assumption, if the potential outcomes are also conditionally independent of both
treatment and missingness given the confounders, then the conditional average treatment
effect (CATE) is identified via conditional mean outcomes in the treated and control strata
defined by the fully observed confounders. What is not immediate is how one aggregates
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the confounders is not observed due to missingness. Furthermore, we investigate the most
statistically efficient way to achieve this.

We propose an efficient and doubly robust estimator of the ATE. Our estimator is based
on two familiar weighting strategies: (i) weighting the observed outcomes by the reciprocal
of the probability of confounder missingness and treatment; (ii) weighting the conditional
mean treated/control outcomes by the marginal distribution of confounders conditional on
missingness. The econometric challenge here is that both nuisance weight functions are
not directly observed in the data due to missing confounder values. Indeed, we require the
conditional probability of treatment and missingness given confounders, and the probability
density of confounders conditional on missingness, which are not fully observed. Instead,
each weight function is identified via an integral equation that relates a observed marginal
outcome density to a mizture of an unobserved weight function (solved for) and a observed
conditional distribution of the outcome given confounder and missingness.

Integral equations are continuous/infinite analogues of finite matrix equations; when
full-data distribution is discrete this analogy is exact, while many intuitions remains valid in
the continuous case. Recall that inverting a linear system requires the matrix column rank
be greater than the number of equations. The counterpart condition for integral equations
is completeness of the integrand signature function. In our OIM setting, completeness
requires that there is quantitatively more variation in the outcome than in the confounders
with missing values; in the discrete case, this is full column rank of a contingency table.
When completeness holds, conditional distribution of confounders given the missingness
event and conditional probability of missingness given confounders are identified.

The completeness assumption is too restrictive for common empirical settings, e.g.,
when outcome is binary and confounder is not, or when there are multiple continuous con-
founders with missing observations. We propose a low-rank assumption on the missingness
mechanism to accommodate OIM analysis in these empirical settings. The low-rank as-
sumption shifts the completeness condition on the variation of the confounder, which is
typically not restrictive in practice.

With the key weight functions identified, we follow well-known strategies for identifying
the ATE. We construct a doubly robust estimators by inverse joint propensity weighting
(IJPW) and averaging the estimated CATE obtained from the complete-data. We derive
the semiparametric efficiency bound for the ATE by characterising the tangent space. We
then show that the influence function of our estimator lies within that space, which ensures
that our estimator achieves the smallest asymptotic variance among regular estimators. By
construction, our estimators remain consistent as long as at least one of the two identifica-
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We consider two estimation approaches: (i) plug-in of nuisance functions estimated
with full data, (ii) double machine learning (DML) with sample-splitting. Our plug-in
estimator is consistent if the estimated nuisance functions are consistent in quadratic mean
and does not require Donsker-class conditions. In empirical settings where completeness
of outcome distribution is plausible, our low-rank assumption can be used to construct a
doubly robust estimator that is consistent as long as either the completeness or the rank
assumptions hold. Solving integral equations specified with estimated input functions is
an ill-posed inverse problem (Newey and Powell, 2003), meaning that small estimation
errors in the inputs lead to discontinuous changes in the solution. We propose ridge series
estimators for nuisance functions estimated by inverting integral equations to regularize
the ill-conditioned inversion.

We benchmark our estimators with synthetic designs and three real datasets. Our toy
design includes a single confounder subject to missingness generated by a nonlinear mech-
anism; our realistic design employs six confounders and an aggressive missingness pattern
with 49% of incomplete data. In simulations, our efficient estimators exhibit negligible bias,
satisfactory coverage, and steadily decreasing variance, by contrast the nonparametric al-
ternative (Yang et al., 2019) has poorer confidence-interval coverage. The DML estimator
consistently outperforms the plug-in. We then illustrate our methodology in three empirical
applications: the causal effect of a job training program on employment (binary outcome),
the effect of smoking on blood-lead levels, and the effect of education on general health
satisfaction. In all applications, our estimators yield point estimates of greater magni-
tude and tighter confidence intervals compared with the nonparametric alternative (Yang
et al., 2019); we conclude that accounting for semiparametric structure of the problem
meaningfully improves both finite-sample precision and asymptotic power.

We make three contributions to the literature. First, we extend the OIM framework
(Bartlett et al., 2014; Miao et al., 2018; Yang et al., 2019; Miao et al., 2023; Lu and Ash-
mead, 2018; Zuo et al., 2024) to economic applications, where missing data are prevalent
and often exhibit selection patterns while variation in outcomes is typically low and the
completeness condition does not hold. For example, in estimating the ATE of job-training
programs on employment, the LaLonde dataset (LaLonde, 1986; Dehejia and Wahba, 1999;
Imai and Ratkovic, 2014; Armstrong and Kolesar, 2021; Breunig et al., 2025) contains
roughly 10% of observations with missing baseline income that do not arise from unem-
ployment status, while the dataset analyzed by Lee (2009) exhibits over 30% missingness in
baseline income and parental education. Standard approaches for missing confounders of-
ten impose MAR or MCAR assumptions for tractability (Rubin, 1976; Agarwal and Singh,

2021), yet these assumptions are frequently violated in applied work due to nonresponse or
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administrative censoring that depends on these unobserved values (Bollinger et al., 2019).
The OIM assumption allows missingness to depend on the missing confounder, but rules out
mechanisms that depend on the outcome (Heckman, 1979; Newey et al., 1990; Lee, 2009;
Honoré and Hu, 2024), and is plausible in empirical settings where outcomes are realized
after confounders are collected. We propose a new identification strategy for OIM scenar-
ios with limited variation in outcomes, including binary outcomes, which are prevalent in
economics and cannot be studied with any existing methods. Whereas existing methods
recover the distribution of missing confounders from outcomes, we instead recover the miss-
ingness mechanism from completely-observed confounders. Both approaches achieve point
identification of the ATE without relying on instruments or bounding strategies, provid-
ing tractable alternatives to partial-identification methods (Horowitz and Manski, 2000;
Molinari, 2010).

Second, we contribute to the OIM literature a characterization of the semiparametric
efficiency bound (Robinson, 1988; Chamberlain, 1992; Bickel et al., 1993; Newey, 1994; Ai
and Chen, 2003; Hirano et al., 2003; Tsiatis, 2006; Hahn and Ridder, 2013; Chernozhukov
et al., 2018; Hirshberg and Wager, 2021; Chen et al., 2025; Borusyak and Hull, 2025) of the
ATE functional. (Hahn, 1998). Under OIM the tangent space is not the entire Hilbert space
(Kennedy, 2016). This restriction arises because OIM models impose testable constraints
on the observed-data distribution (Sj6lander and Hagg, 2025). Causal parameters typically
admit both a regression-based and a propensity-based representation, each contributing to
the semiparametric efficiency bound. Our estimator operationalizes two separate integral
equations in order to leverage full statistical power of the data via both the regression and
propensity score nuisance parameters.

Third, we bridge the OIM literature with the DML literature. We extend the classi-
cal doubly robust estimator of the ATE to the OIM setting. Compared to the classical
estimator, ours requires additional steps: (a) solving integral equations for unobserved
propensities and densities, (b) modifying the classical doubly-robust estimator to account
for missing data using the weights from step (a). Working within the classical doubly robust
estimator allows practitioners to leverage knowledge they already have. Furthermore, in
addition to the standard robustness properties, the doubly robust estimator in our setting
enables robustness to violations of the completeness assumption of the OIM setting when-
ever both can be used. Following the DML literature, we enable flexible high-dimensional
estimation of nuisance functions and solution of the integral equation via machine learning
(Chen and Newey, 2020; Newey and Powell, 2003; Singh and Zhang, 2019; Xu and Zhu,
2020; Chen and Zhan, 2023; Fonseca and Xu, 2024). Our approach builds on ideas from
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Powell, 2003; Hu, 2008; Hu and Schennach, 2008; D’Haultfceuille, 2011; Chesher, 2003;
Hall and Horowitz, 2005; Chen et al., 2011; Berry and Haile, 2014; Schennach, 2016; Hu
and Shiu, 2018; D’Haultfceuille and Février, 2015; Berry and Haile, 2024), linking them to
recent developments in doubly robust estimation under novel data structures (Sant’Anna
and Zhao, 2020b; Arkhangelsky et al., 2021; Ji et al., 2023; Cui et al., 2024; Sun et al.,
2025).

The remainder of the paper is structured as follows. In section 2, we outline our the-
oretical framework and basic assumptions. In Section 3, we focus on identification where
we propose identification strategies based on solving two novel integral equations derived
from the observed data. In Section 4 and 5, we introduce a doubly robust estimator, and
establish its theoretical guarantees (e.g., y/n-consistency, asymptotic linearity, and local
semiparametric efficiency). Sections 6 and 7 present numerical simulations and an em-
pirical application, respectively, to validate the estimator’s finite-sample performance and
practical use. Proofs, technical derivations, and additional classical identification strategies

are provided in the Supplementary material.

2 Setup

2.1 Notation

Let W denote a generic random variable and (W, ..., W,,) denote an observed independent
and identically distributed sample from the distribution of W. Convergence in distribution
is denoted by ~», and convergence in probability is indicated as 5. We say W,, = Op(ry)
if W, /r, is bounded in probability, and W,, = op(r,) if W, /r, 50, The empirical
measure is denoted by P,,, and for any function 6, the sample average is written as IP,,(0) ==
P {0(W)} = 30, 0(W;). Similarly, for a (possibly random) functional 0, we define
P(d) = [O(w)dP(w), and the squared L2(P) norm is ||0||2 = [ 0(w)2dP(w). Here, P
in the integral denotes the true probability measure of W. Define the indicator function
for the event W = wg as I{W = wy}, which equals 1 if W = wy and 0 otherwise. Let

n] ={1,--- ,n}.

2.2 Framework and assumptions

We adopt a potential outcomes framework. Let A € {0, 1} denote binary treatment (0=con-
trol, 1=treatment). For treatment level a, let Y (a) be the potential outcome under treat-
ment a. The observed outcome is Y = AY (1) + (1 — A)Y(0). Let X = (Xy,...,X,) be

a vector of p-dimensional pre-treatment confounders, with an independent and identically



distributed sample of size n from {A, X, Y (0),Y(1)}. We assume that Y (1) and Y (0) both
have finite variance. Define the conditional average treatment effect (CATE) as 7(X) =
E[Y (1) — Y (0)|X], the average treatment effect (ATE) as 7 := E[Y (1) — Y(0)] = E[7(X)],
and the conditional mean potential outcome p,(X) = E[Y (a) | X] for a = 0,1.! The fol-

lowing are standard assumptions in causal inference with observational studies (Rosenbaum

and Rubin, 1983).
Assumption 1. (Unconfoundedness) {Y (0),Y (1)} 1L A | X.

Assumption 2. (Overlap) There exist constants c; and ¢y such that 0 < c¢; < e(X) < <
1 almost surely, where e(X) := P(A =1 | X) is the propensity score.

Under these assumptions, the average treatment effect 7 = E[E(Y]|A =1, X)—-E(Y|A =
0, X)] becomes well-defined and identifiable from the observed data distribution. Rosen-
baum and Rubin (1983) establish that {Y(0),Y (1)} 1 A | e(X), demonstrating that
propensity score adjustment suffices for confounding removal for an ideal case. The ef-
fect 7 can then be estimated by propensity score matching, subclassification, or weighting
methods.

We focus on a setup in which confounders X contain missing values, precluding di-
rect identification of the propensity score. Assume we have n independent and identically
distributed draws from {4, X,Y(1),Y(0), R}, where R = (Ry,..., R,) is the random miss-
ingness indicator vector and R; = 1 if X, is observed and 0 otherwise. Let R denote
all possible missingness patterns. Define 1, and 0, as the p-vectors of all ones and zeros,
respectively. Following Rubin (1976), confounders partition into observed X, and missing
X7 components for patterns R = r € R. For example, when R; =1 and R; = 0 for j > 2,
then Xp = X; and X3 = (Xs,...,X,). We make the following assumption about the
missing data patterns formalized by Yang et al. (2019).

Assumption 3. (Outcome-independent missingness) {Y (0),Y (1)} 1L R | (A, X).

We summarize other missing mechanisms in the literature and their limitations into
the Supplementary material S. Figure 1 encodes our framework for Assumption 1 and 3 by

causal diagrams (Pearl, 1995):
(a) A and Y share no common causes other than X.

(b) R and Y share no common causes other than A and X.

!The parameter of interest in this paper is 7 but one can extend our results to average treatment effect
on the treated.
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Figure 1: A simple causal diagram consistent with Assumption 1 and 3 (unconfoundedness
and outcome-independent missingness). The The treatment variable A, outcome Y, and
missing indicator R are observed. The variable U is unobserved, and the confounders X
contain missing values.

Our framework is built to accommodate the challenges in missing data studies. Specifically,
we permit the possibility that the missingness indicator R and the treatment A share
unmeasured common causes U as in Figure 1. That is, the process that leads data to be
missing may itself be influenced by factors which also affect treatment assignment, and
these factors may not all lie in the observed covariate set. We also allow the missingness
mechanism to depend on confounders that themselves may be missing (X ), meaning that
whether an observation is missing can depend on covariate values that are unobserved
in that unit. Moreover, we accommodate the situation where missingness occurs after
treatment, so that R may depend on A rather than being restricted to pre-treatment
covariates alone.

For example, in a study of a job training program where individuals self select into
training and we measure their earnings one year later, suppose we observe baseline covari-
ates such as age and education but one key confounder, baseline income, is missing for some
participants. The missingness of baseline income is itself tied to the income level. At the
same time, baseline income influences the likelihood of enrolling in the training program.
Thus the missingness indicator and the treatment decision share a common cause (baseline
income). The unobserved factor U might represent the quality and efficiency of the local
job training agency’s administration, which affects both the likelihood that a participant
enrolls in the training program and the likelihood that their baseline income is accurately
recorded.

Throughout identification and estimation I rely on Assumption 3. One potential con-
cern is that in the illustrative example the randomness pertains only to a single variable (the
missingness of baseline income depends on the income itself). Under what conditions does

conditioning on all confounders guarantee independence between the missingness mecha-



nism and the outcome? The following remark addresses those conditions.

I

R A

Y

Figure 2: A simple causal diagram consistent with Remark 1 (sufficient condition for
outcome-independent missingness). The treatment variable A, outcome Y, and missing
indicator R are observed. The confounders X contain missing values.

Remark 1. A useful sufficient condition for Assumption 3 (outcome-independent missing-

ness) is the following. If
(AY) L R|X

hold, Assumption 3 is satisfied. This is a direct result of the contraction variant (Dawid,
1979). In other words, our Assumption 3 also covers the scenario in which missingness R
is independent of Y once we condition on X, provided that R is independent with (A,Y)
conditional on X . Intuitively, the interpretation is that R is influenced only by X and not
by either A orY .

1 EAXV2
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Figure 3: A simple causal diagram consistent with Remark 2 (sufficient condition for
outcome-independent missingness). The treatment variable A, outcome Y, and missing
indicator R are observed. The variable U is unobserved, and the confounders X; contain
missing values.

Remark 2. There is also another similar useful sufficient condition by the contraction
variant (Dawid, 1979) for our setting. We write X' = (X, Xy ). Under Assumption 1, if

(X2, Y) L R (A X)



hold, Assumption 3 is satisfied. In other words, the framework allows for the missing-data
mechanism depends on (A, X1, Xs) yet only requires that the independence condition hold
with respect to (A, X31) and Xs carries no additional information about the missingness

mechanism R.

3 Identification

In this section, we first present a toy example in which both X and Y are continuous and
X is one-dimensional, and we outline our identification strategy in subsection 3.1 without
rigorous proof. Then, in subsection 3.2, we extend and formalize our arguments to cover
the case where X and Y may be discrete and where X and R are multidimensional by a

generic measure.

3.1 Identification under a simple scenario

In this motivating subsection, we use (%) to highlight a key equation. We assume X is
one-dimensional, and that both X and Y are continuous with support X and Y. We work
under the following standard setup: let (A, X,Y, R) admit a joint density f, and suppose

we observe only
f(A:a, X=z Y=y, Rzl) and f(A:a, Y =y, RzO).

Denote the observed data by O = {A, Xg, Y, R}. We build upon the unconfoundedness
and OIM assumptions (Assumptions 1 and 3), as illustrated in Figure 1.

Causal identification in Yang et al. (2019) proceeds by exploiting a conditional in-
dependence structure to derive an integral equation that recovers the full-data density
f(A=a, X =z, Y =y). For simplicity, we assume that all relevant conditional densities
are strictly positive; for example, f(R =1 ’ A=a, X =2,V = y) > (. The standard
methodology relies on solving for a unknown function g(z) via an integral equation of the

form

[ 9@)f(@.y)de = hiy).

from known f(x,y) and h(y).
In order to solve this integral equation, one need to assume that the dimension of
the support of X exceeds that of the support of Y; i.e.|X| > |)|. The formal condition

guaranteeing a unique solution to the integral equation when the support is discrete (or
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mixed) is given in Definition 1. We solve three integral equations below which work as
the first step for our possible second step identification for the ATE. The first one is from
Yang et al. (2019). The second and third equations are new contributions. The third in
particular incorporates a low-rank condition on the missing-data pattern to make |X| > ||

possible.

(a) Integral equations. The integral equations serve to recover the latent distributions

and act as intermediate steps in identifying the ATE.

(a.1) Integral equation 1. (Yang et al., 2019) The first integral equation is solving

=0|A=0a,X =12x)
=1|A=aX=1)

P(R
(%) f(A:a,Y:y,R:O):/PER f(A=a,X =2,Y =y, R = 1)dz
In this equation we link the observed joint density f(A = a, Y = y, R = 0) with the
complete-case joint density f(A = a, X =z, Y =y, R = 1) via a weight that depends
only on z, for fixed a € {0,1}. Solving this equation needs |X| < |Y|. The equation holds

since

f(A:a,Y:y,R:O):/f(A:a,X:x,Y:y,Rzo)dx

_/f(A—a,X—x,Y—y,R—O)
) fA=a,X=2,Y =y, R=1)
_/P(R:O\A:a,X:m,Y:y)
J PR=1|A=a,X=1Y =y)
_/P(R:O|A:a,X:x)
J PR=1|A=a,X =1)

f(A=a, X =2,Y =y, R=1)dx

flA=a, X =2,Y =y, R=1)dx

flA=a, X =2,Y =y, R=1)dz.

The first equality reflects the computation of a marginal density. The second equality arises
by dividing the numerator and the denominator by the same number. The third equality
similarly follows by dividing the numerator and the denominator by f(A=a, X =z, Y =
y). The fourth equality holds under the OIM assumption. The formal result and discussion

are under Lemma S1.

(a.2) Integral equation 2. The second integral equation is solving
(%) f(Y:y|A:a,Rzo):/f(X:x|A:a,R:0)f(Y=y|A:a,X:x,R:1)dx

which can be viewed as a Bayes-rule variation of integral equation 1. Solving this
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equation needs |X| < |Y|. It links the conditional distributions under R = 0 and R =1

through a weighting function that depends only on z. The equation holds since

f(Y:y]A:a,R:O):/f(X:x,Y:y]A:a,R:O)dx
:/f(X::v|A:a,R:O)f(Y:y|A:a,X:x,R:O)d$
:/f(X:x|A:a,R:O)f(Y:y|A:a,X:x,R:1)dm

The first equality reflects the computation of a marginal density over x. The second equality

follows from the definition of conditional density. The third equality holds under the OIM

assumption. The formal result and discussion are under Lemma 1.

(a.3) Integral equation 3. We have the third integral equation using a low rank condi-

tion,

(*) f(A=aY =y)
= / (ba(g)

where f(A = a,Y = y) is the target full-data joint distribution. The inner integral over x

integrates out the confounders based on the observed distributions, while the outer integral
over g combines information across outcome values. In Theorem 3, we show that ¢,(y) is
identified by the key integral equation (%) if f(Y =y | A =a,X =z, R = 1) is complete
in X. Solving this equation needs |X| > |Y|. The integral equation 3 relies on an

assumption of a low-rank structure,

1
P(R=1|A=a,X =2x)

/¢a(y)f(Y:y|A:a,X:x,R=1)dy:

so the equation (x) holds since

1
)_/P(R:1|A:a,X:x,Y:y)
1
_/P(R:1|A:a,X:x)

f(A=a,Y =y

flA=a, X =2,Y =y, R=1)dz

f(A=a,X=2,Y =y, R=1)dx
:/Ud)a(g)f(ffyA:a,X:x,R:1p)dg fA=a, X =2,Y =§, R=1)dz

~ [ (@)

/f(f/:g|A:a,X:z,R:1)f(A:a,X=x,Y:y,R:1)dx dj.
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The first equality reflects the computation of a marginal density over x. The second equality
follows from the OIM assumption. The third equality relies on the low-rank condition, and
the fourth equality applies Fubini’s theorem. For illustration, we assume a binary outcome,

y = {0,1}. Then the low rank condition becomes

1
P(R=1|A=a,X =12)

1
Y o) f(Y =y|A=a, X =2,R=1)=
y=0

which is equivalent to

1
S o) f(Y =y A=a,X =z |R=1)=1
y=0

by multiplying both sides of the equation by P(R = 1 | A = a,X = z). With this

equivalence, a sufficient condition for this low rank condition can be easily shown as

af(f=1A=a,X=2|R=1)4+c=f(Y=0A=a,X=2|R=1)

for some constant ¢; and ¢y where we choose ¢,(1) = —c10,(0) and ¢,(0) = é More

intuitively, it is also easy to show that one specific example for this sufficient condition is
fY=1,X=z0|A=aR=1)=Ltel fY=0X=2|A=a,R=1)=03+e "l

for some Ly and Ly such that x € [Lq, Ly] and the joint densities above integrate to one.

The formal result and discussion are centered around Assumption 6.

(b) Final identifications. The final identification results serve to connect the latent
distributions to the ATE by two familiar nuisance weighting strategies: (i) weighting the
observed outcomes by the reciprocal of the probability of confounder missingness and treat-
ment; (ii) weighting the conditional mean treated/control outcomes by the marginal distri-
bution of confounders conditional on missingness. Our final identification differs from that
of Yang et al. (2019) and can be readily extended to a sample analog, thereby enabling the

construction of a doubly robust estimator.

(b.1) Final identification 1. Under Assumptions 1 and 3, we can identify the ATE 7 by

A{R=1}Y (1- AHR=1}Y

T=E o eo(X) !
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where
(x) e(X)=PA=a,R=1]|X)

for a = 0,1. In this final identification, we assume that the nuisance e,(X) is known.
Different with classical inverse propensity score weighting (Rosenbaum and Rubin, 1983),
we adjust the weight to account for missingness. See the proof of Theorem 1. With this

identification, we are able to use sample analog to estimate ATE,

o _ L [AMR= 1Y (- AR =1,
n e1(X5) eo(X)

=1

(b.2) Final identification 2. Under Assumptions 1 and 3, by the law of iterated expec-
tation, the ATE 7 is identified by

T = E[r(A, Xg, R)],
where

(*) 7(4 Xr R) =EE(Y|A=1,X,R=1)—E(Y|A=0,X,R=1)| A Xz, R]
=E[EY (1) - Y(0)|X) | A, Xg, R

In this final identification, we assume that the nuisance 7(A, Xg, R) is known. With this

identification, we are able to use sample analog to estimate ATE,

where

i=1

=1

(c) Identification of nuisances. Finally, we connect the two final identifications to the

three integral equations. We come up with three identification methods.

(c.1) Identification 1. Let the nuisance e,(X) be identified from integral equation 1.

Therefore, solving this equation needs |X| < |)|. Specifically, notice that since we are able
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to solve P(R:UM:“’X:‘T% by the integral equation, we can identify,

P(R=1|A=a,X=x

1

P(R=0|A=a,X=x)

P(R=1|A=aX=12)=
L+ P(R=1|A=a,X=x)

because the probabilities of all possible values sum to one. Therefore, nuisance e,(X) is

identified by

f(A=a,X,R=1)
1 f(A=ad' X,R=1) *
/=0 P(R=1]A=d’,X)

ea(X)=P(A=a,R=1|X) =

In the end, we use the identified nuisance function e,(X) to identify the ATE through final

identification 1, treating e,(X) as known.

(c.2) Identification 2. Let the nuisance 7(A, Xg, R) be identified from integral equa-
tion 2. Therefore, solving this equation needs |X'| < |Y|. Specifically, notice that because
we are able to identify f(X = x | A = a, R = 0) by the integral equation, we can further
identify 7(A, Xz, R=0) =7(A=a,R =0) by

EE(Y|A=1,X,R=1)—EY|A=0,X,R=1)| A=a,R = 0]
:/[E(Y|A:1,X:x,R:1)—E(Y|A:O,X:x,R:1)]f(X:x|A:a,R:0)dx.

With 7(A, Xg, R=1)=7(A=0a¢,X,R=1)=EY|A=1,X=2,R=1)—-EY|A =
0,X =x, R =1), we are able to identify the 7(A, Xg, R). In the end, we use the identified
nuisance function 7(A, Xg, R) to identify the ATE through final identification 2, treating
7(A, Xg, R) as known.

(c.3) Identification 3. The nuisance e,(X) is identified from integral equation 3.
Let The nuisance e,(X) be identified from integral equation 3. Therefore, solving this
equation needs |X'| > |V|. Notice that since we are able to solve ¢,(y) by integral, we can

identify,

1
o) f(Y =y|A=0a,X =x,R=1)dy

P(R=1|A=a,X =12)

Therefore, nuisance e, (X) is identified by

f(A=a,X,R=1)
[ JA=d XR=D)
'=0 P(R=1]A=a’,X)

eo(X)=PA=a,R=1]|X)=
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In the end, we use the identified nuisance function e,(X) to identify the ATE through final

identification 1, treating e,(X) as known.

(d) Discussion. In general, one can combine the identification results (3.1) and (3.2), or
(3.2) and (3.3), to form a doubly-robust estimator.? Because in most cases |X| > |V)] is
rare, we focus on the latter combination, which accommodates both dimension-regimes. A

detailed discussion of the doubly-robust estimator appears in Section 4.

3.2 Generalized identification

In this subsection, we first revisit formally the identification approach of Yang et al. (2019)
in subsection 3.2.1, which underpins our alternative identification formulas and motivates
our doubly-robust estimator. We propose three new identification strategies. The first two
adhere to the standard completeness regime (i.e., they require a dimension-type condition
that the outcome Y is “richer” than the confounders X) and achieve identification of the
average treatment effect 7 via: (i) weighting the observed outcomes by the reciprocal of
the probability of confounder missingness and treatment; (ii) weighting the conditional
mean treated/control outcomes by the marginal distribution of confounders conditional on
missingness. We refer to these as the first set of identification formulas. The third strategy
operates in the converse regime, when X has greater “dimension” than Y, and leads to
an integral equation of 7 through weighting of the missingness and treatment mechanisms.

We refer to this as the second set of identification formulas.?

3.2.1 Identification method in the literature

We work under the standard setup: let (A, X,Y, R) admit a joint density f (w.r.t. an
appropriate dominating measure v, which covers both discrete and continuous cases), and
suppose we observe only f(A, Xg,Y, R); denote the observed data by O = {A, Xg,Y, R}.
We build upon the unconfoundedness and OIM assumptions (Assumptions 1 and 3), as
illustrated in Figure 1. Causal identification of the model proceeds by using the condi-
tional independence structure to construct an integral equation that recovers the full data
density f(A, X,Y). To derive the integral equation, the distribution requires the following

additional assumption:

Assumption 4. (Non-degenerate missingness) There exists some constant ¢ such that
P(R=1,|A X,Y)>c>0 almost surely.

2The low-rank condition for f(X =z | A =a, R =0) is left for future work.
3We leave the low-rank condition for the distribution of X conditional on missingness as future work;
we nonetheless refer to the resulting expression as the alternative identification formulas for consistency.
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Then, the relationship between full data and observed data density can be well defined
by:

fAAXY R=1,)=f(AXY)P(R=1,[ A X,Y), (1)

and thus we are able to identify f(A4,X,Y’) by identifying P(R=1, | A, X,Y).
To achieve this goal, the key functional by utilizing Assumption 3 for equality and
Assumption 4 for well-definedness is given by
P(R=r|A=aX,)Y) P(R=r|A=a,X)

SolX) = R [Acaxy) PR=1,[A—qx) @-0LreR. ()

This functional plays a crucial role because it relates the full data distribution with the

complete-case distribution through the following integral equation:
f(A=a,X,,Y,R=r) = /fm(X) f(A=a,X,Y,R = 1)) dv(X,). (3)

Equation (3) holds by virtue of Lemma S1. There are a few remarks for the non-standard
notations in these equations (sometimes we refer to cases such as Equation (3) as multiple
equations based on values of a and r). We use these non-standard notations for brevity of
the formulas and to match Yang et al. (2019).

Remark 3. Whenever a missingness-indicator vector r € {0,1}? satisfies r = 1, (i.e. all
components are observed), we adopt the convention that Xz = Xy, = @, and accordingly
[f(X)dv(@) = f(X). This is a not a standard result in Lebesque integration theory;
rather we adopt it here as a convenient convention for the degenerate case when the set of

integration variables is empty.

Remark 4. One should treat X and Y as random variables. If we denote a particular

realization by X = x and Y =y. Then
fA=a, X, =2, Y =y, R=r) = /fm(q:)f(A =a, X =z, Y=y, R=1,)dv(z).

However, here and in subsequent formulas we suppress the explicit “= x” and “=y” nota-

tions for realizations, in the same spirit as the classic paper Rosenbaum and Rubin (1983),
where one writes e(X) = P(A = 1| X) rather than e(x) = P(A =1 | X = z) for ATE

identification.

Remark 5. The generic measure v(-) is for the reference of continuous or discrete vari-
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ables. For a continuous measure,
f(A:a7Xr :'TMKR:T> = /gr(z(x)f(A: a,X =zY R= 1p>dx77-
And for a discrete measure,

fA=a,X, =2, Y,R=r) :Z@a(x)f(A:a,X:x,Y,R: 1,).

Solving this linear operator reduces to tackling a Fredholm integral equation of the first
kind (Kress, 1999). Such equation relies on the concept of completeness for general X and
Y, which is closely related to the notion of a complete statistic (Lehmann and Scheffé,
1950; Newey and Powell, 2003).

Definition 1. A function f(X,Y) is complete in Y if, for any square-integrable function
g9(X), the condition [g(X)f(X,Y)dv(X) =0 implies that g(X) = 0 almost surely.

Although the completeness assumption is conceptual, intuitive sufficient conditions are
provided by Newey and Powell (2003) and by D’Haultfoeuille (2011) (see Supplementary
material). Intuitively, solving the Fredholm integral equation amounts to recognizing that
we observe weighted averages of X under different weighting schemes, even though some
components of X are unobserved. In the discrete case, this condition requires that the
dimension of Y exceeds the dimension of X. Building on their results, we introduce the

following assumption to guarantee identification of the functional &,,.
Assumption 5. The joint distribution f(A = a,X,Y, R = 1,) is complete inY" fora =0, 1.

Remark 6. Assumption 2 (unconfoundedness) is actually implied by Assumption 5 (com-
pleteness), and a demonstration of this appears in the proof of Remark 1 in Yang et al.
(2019). In particular, if e(X) > 0 were violated so that e(X) = 0 on a nonnegligible mea-
surable set, then there would exist a measurable region on which f(A=a,X,Y,R=1,) =0,
which in turn would invalidate completeness. Hence, in all subsequent theorems and lemmas

we omit Assumption 2, treating it as redundant under Assumption 5.

We include the standard identification from the literature to identify &,, in the Supple-
mentary material S.2.1. Our first identification strategy in the first set of integration-based
derivation include this step (see Section 3.2.2, Theorem 1) employs a similar logical struc-
ture. In this equation (3), the observed distribution on the left reflects averages over

unobserved values of X, taken under different realizations of Y. Having identified &,,, we
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can directly recover 7(X) from the observed data by

FX)=E(Y |[A=1,X)-EY | A=0,X) (4)
—E(Y|A=1,X,R=1,)—EY |A=0,X,R=1,), (5)

where the first equation is by Assumption 1 and the second equation is by Assumption 3.

We can thus obtain 7 accordingly,

R e TR

by averaging 7(X) over the identified f(X) because the numerator is from the complete-case

distribution and the denominator comes from the identified &,,.

3.2.2 First set of identification formulas: completeness in Y

We relate the functional &, to the probability of observing the missing data pattern r given
1 ra X
treatment A = a, confounders X, ie. P(R=r|A=a,X) = ﬁ

connects to the joint propensity score, for treatment and complete observation, formalized

) which naturally
r'eR Sr'a

in Theorem 1. Although equation (6) makes use of &.,, we opt for a more direct strategy

that exploits this connection to the joint propensity score to identify causal effects.
Theorem 1. Under Assumptions 1, 3-5,

A{R=1,}Y (1-AHR=1}Y

=B eo(X) ! (7)

where the denominators in the identification equation

f(A=a, X, R=1
cuX) = PA=a k=1, )= LA=C =) gy 5)

/=0 P(R=1,[A=a/.X)

are identified by (3).

See the proof in the Supplementary material S.3. Theorem 1 employs the functional
&ra to recover the joint propensity score e,(X) for complete-case analysis. This approach
motivates considering an alternative integral equation. Specifically, the causal effect can
be identified using a nonparametric observed-data conditional average treatment effect

(OBCATE) estimation based on an alternative set of integral equations. Before discussing
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the details of this plug-in approach, define
fraX) = f(X|A=a,R=7) (a=0,1;r€R) (9)

as the possible unobserved density of confounders on the treatment and missing indicator
and, importantly, serves as the intermediate link between the observed values and the

complete-case distribution.

Lemma 1. Under Assumptions 3 and 4, for any r and a, the following integral equation

holds:
JXY [A=a,R=71) = [ fulX)J(Y | A=a, X, R = 1,) dv(X:). (10)

See the proof in the Supplementary material S.3. Lemma 1 is the basis of our regression
model. f(X,,Y | A =a,R =7)and f(Y | A =a,X,R = 1,) are identifiable from
the observed data. We have thus turned the identification of f,,(X) to the problem of
solving an alternative integral equation. The uniqueness of the solution again relies on the

completeness.

Assumption 5'. The conditional marginal distribution f(Y | A = a,X,R = 1,) is com-
plete in'Y, fora=0,1.

The two completeness assumptions 5 and 5’ are in fact equivalent when f(A =a, X, R =
1,) > 0 for any a. This equivalence, by Bayes’ rule, is particularly clear in the illustrative
case of discrete confounders (see Supplementary material). Moreover, Assumption 5 implies
Assumption 2. See its proof by Remark 1 in Yang et al. (2019).

With Assumptions 3 and 5, the following theorem guarantees the uniqueness of the
functional f,.,(X). Although recovering the full distribution is unnecessary to identify the

causal effect, we can still do so since the causal effect is a functional of that distribution.

Lemma 2. Under Assumptions 3 and 5, for any r and a, there is a unique solution f.,(X)

to equation (10) and the distribution of (A, X,Y, R) is identifiable.

See the proof in the Supplementary material S.3. If the joint distribution of (A, X,Y") is
identifiable, a standard argument shows that 7 is identifiable under Assumptions 1 and 2.
Nevertheless, we provide explicit identification formulas for 7, which serve as the foundation

for constructing the nonparametric OBCATE estimator. We define

(A, Xg, R) = /T(X)f(XR | A, Xg, R) dv(Xz).
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We also define (A, Xg, R) = [E(Y | A=a,X)f(Xz | A, Xg, R)dv(Xj) whose identi-
fication strategy is identical. Our goal is to identify 7(A, Xg, R) = E[7(X) | A, Xg, R] =
E[p1(X) — po(X) | A, Xg, R] since these quantities depend only on observed variables. The
primary objective is to determine the causal effect using OBCATE.

Theorem 2. Under Assumptions 1, 3, and 5, T is identified by
T = E[r(A, Xg, R)], (11)

where

rA=a,X,,R=7)= /fX |A)f‘;(R>_ 5 Xe) (12)

identified by (10).

See the proof in the Supplementary material S.3.

3.2.3 Alternative identification formula: completeness in X

The previous set of integral equations relies on the completeness assumption in Y. A
discrete example illustrates that the dimension of Y should exceed that of X. However,
when X is high-dimensional, completeness in Y is likely to fail, raising the question of
whether the unknown parameters can still be recovered in such a scenario. More concretely,
if completeness holds in X, can we still identify, for example, the probability of a given
missing-data pattern r, P(R = r | A = a, X)? In this section, we demonstrate that such
identification is indeed possible with extra assumptions that the following integral equation
is well-identified.

Assumption 6. For any a € {0, 1}, there exists a strictly positive square-integrable func-

tion ¢, such that, almost surely,

1
/¢a SO TA= 0, X, R= 1) oY) = G (13)
Two key observations arise from equation (13). First, the conditional distribution f(Y" |
A =a,X,R=1,) is observed, whereas the inverse probability of the missingness pattern,
P(R =1, | A = a,X)"!, is unobserved. Second, we propose a function ¢,(Y’) that
characterizes the relationship between these two quantities at different values of the support
of X; these functions are not necessarily densities and therefore may not exist. Identification

of ¢,(Y') enables recovery of the unobserved density of missing data. We focus on the case
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when r =1, as P(R =1, | A = a, X) is sufficient for identifying the causal parameter of

interest. Notice,

1
):/P(R_1P|A_a,X)

f(A=a,Y f(A=a, X, Y,R=1,)dv(X)

-/ [/ 6V F(V [ A=a,X,R=1,)dv(V)| f(A=a,X,Y,R=1,)dv(X)

= [ 6u¥)

/f(ff | A=a,X,R=1,) f(A=a,X,Y,R=1,)dv(X)| dv(Y).
(14)

The first equality holds by definition and the outcome-independent missingness assumption.
The second equality follows from equation (13). The third equality arises by interchanging

the order of integration. We make the following assumption to identify ¢,.

Assumption 7. For each a € {0,1}, the marginal distribution f(Y | A=a,X,R =1,) is

complete in X.

First, note Assumption 7 implies that the joint distribution f(A =a, X, Y, R=1,)
is complete in X (see the Supplementary material for the proof). Second, this assumption
on the low-dimensional structure allow us to identify the conditional probability P(R =
1, | A=a,X) by implying that [ f(Y | A=a,X,R=1,) f(A=10a,X,Y,R=1,)dv(X)
is complete in Y. One implicit part (see the proof in the Supplementary material S.8.3)
about this identification is that we need to show for any a € {0,1} we have the property
Im(O,1) N ker(O,9) = {0}, where O, : L}(Y) — LY(X) and Oy : L'(X) — LY(Y)

(©ug)(X) = [ gV) F(V | A= a, X, R=1,) dv(Y),

(©pu)(Y) = [u(X) f(A=a, XY, R =1,) dv(X).

Consequently, applying equation (7) identifies the ATE. The following theorem formalizes

this argument.

Theorem 3. Under Assumptions 6 and 7, the missing data mechanism P(R =1, | A =
a, X) is identified.

See the proof in the Supplementary material S.5. The assumptions and identification
formulas are fairly abstract, so to build intuition we present discrete examples that illustrate

how different identification strategies depend on the relative dimensions of ¥ and X. For
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the continuous case of Assumption 6, we provide sufficient conditions showing that a series
estimator for ¢, is adequate when P(R =r | A = a, X) follows a logistic specification under
mild regularity conditions. The central idea is that the model admits a low-dimensional
structure: variation in the lower-dimensional component Y is enough to capture all of the

relevant variation required for identification.

3.2.4 Sufficient conditions for Assumption 6

We propose a sufficient condition for the existence of a low-dimensional structure in data,
akin to the completeness assumption in statistical theory. Our central premise is that
the observed data exhibit sufficient variation to infer the limited variation present in the

missing data pattern.

Proposition 1. Suppose that for fivred a and r, the conditional distribution of Y | A =
a,X,R = r is a reqular exponential family with density f(Y | A = a, X, R = 1) =
exp{n.(X)Tg(Y) — @Z)(T}AX))} h(Y'), and that the missingness mechanism is multino-
mial logit m.(X) = P(R =1 | A = a,X) = exp(B] X))/, exp(8] X), where X can
include a constant coordinate. Suppose there exist vectors {t,..}, and positive constants
{cprr Yo such that for all v, zﬁ(nr(X) — trfr> - @D(nT(X)) = (B —B.)"X + logcy,. Then
the function ¢.o(Y) = X, ¢ exp{ - t;Tg(Y)} satisfies Assumption 6.

See the proof in the Supplementary material S.5.

Remark 7. When R € {0,1} and 7 (X) = 1/[1 + exp(8T X)], 1/71(X) reduces to 1 +
exp(BTX). Proposition 1 holds with a constant t that generates exp(8' X) by (n—t)—(n).
In a gaussian exponential family with Y | X ~ N (o + M X, X), one explicit choice is

¢ (Y)=1+exp(—t'Y — 3tTSt), with Mt =B,

which gives Elp,(Y) | X] =1+ exp(—=87X) = 1/m(X).

4 Estimation

In this section, we present two foundational plug-in estimators and, building on these,
introduce two doubly robust approaches: one based on a straightforward plug-in strategy
and the other leveraging double machine learning. Details on the estimation of the nuisance

parameters are provided in S.10.
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4.1 Doubly robust estimator

Our proposed doubly robust approach is not tied to a single identification strategy. It is
useful to consider two semiparametric models that impose parametric structure on different
parts of the observed data likelihood while leaving the rest unrestricted. In the first model,
My, we assume that Assumptions 1, 3, and 5 hold, so that identification is achieved
through completeness in Y as in equation (10). In the second model, My, we instead
assume that Assumptions 1, 3, 6, and 7 hold, so that identification relies on completeness
in X as captured by equation (13) and the alternative representation in (14).

The second set of integral equations motivates an estimator of the joint propensity
score that builds on completeness in X.* Specifically, starting from equation (13), we can
estimate the conditional density f(Y | A = a,X,R = 1,) using kernel or series-based
methods, and then construct an estimator for ¢,(Y) via a nonparametric instrumental
variables procedure that exploits the moment restriction in (13). Given these building
blocks, the joint density f(A =a,X,Y, R =1,) can be approximated empirically, and the
outer integration over Y in (14) is carried out numerically. Combining these steps yields
an estimator of the joint propensity score é,(X) that justifies the identification Theorem
1.

To derive the estimator of OBCATE by equation (12), precisely, uq (A4, Xg, R) = [E(Y |
A=a,X)f(Xz | A, Xg,R)dv(Xy), we estimate E(Y | A=a,X)=EY |A=0a,X,R =
1,) by complete-case regression, estimate P(A = a | R = r) empirically and f(X, | R =)
nonparametrically, and apply the two-stage least squares procedure to recover f,.,(X) by
the alternative integration formula (10). We therefore yield fi,(A, Xg, R). There are some
technical details for the nonparametric two-stage least squares procedures, and we discuss
these details of the nonparametric two-stage least squares procedures for estimating &,
and f,, in the Supplementary material.

Then, based on the identification strategies in Theorem 2 and Theorem 3, there are two
natural weighted estimators for the ATE. The first is the inverse joint propensity weighting
(IJPW) estimator:

S 32”: AR =1,}Y;, (1-A)H{Ri=1,}Y,
Lpw = n él(Xz) éO(Xz)

=1

(15)

The second is a marginalized regression (MREG) estimator, which depends on the regres-

4 Alternatively, one may invoke equation (3), apply a nonparametric two-stage least squares procedure
to estimate P(R =1, | A = a,X) (equivalently &.,(X)), and then substitute into Bayes’ theorem to derive
an estimator é,(X).
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sion of potential outcomes 7(X) and imputed weight f(Xp | A, X, R):

TMREG = i; [ (Ais Xr,, By) — fio(As, Xr,, Ri)] - (16)
For ji,(A, Xg, R) and é,(X) for a = 0,1 that are consistent, under weak conditions, both
Tupw and Tvrec are themselves consistent estimators of the ATE.

The convergence rates of the two estimators in (15) and (16) typically depend on the
accuracy of the intermediate estimators for the joint propensity score and the marginalized
outcome regression. Importantly, they are also influenced by the quality of the estimated
solution to the integral identification functions. Given that the average treatment effect
can be estimated through both inverse joint propensity weighting and marginalized out-

come regression, we propose the augmented inverse joint propensity weighting (AIJPW)

estimator:
) R AR = LYY — (A, Xg,, Ri)]
— A’L X . Rl p ) i)
Taupw = ;:1: {Ml( , Xp,, Ri) + 5 (X
]_—AZ]I Zzl Y;_A Ain'a i
B /lO(Ai;XR“Ri) N ( ) {R Z:} [ MO( R; R )] . (17>
€O(Xi)

We also propose the double machine learning (DML) estimator using cross-fitting by Cher-
nozhukov et al. (2018):

AR = 1,} Vi — i (A, X, Ry
é[fk(i)] (Xz)
(1 - Ai) ]I{Ri = 1p} [Yz - ﬂ([J_k(i)](Ai’ XR“ RZ)] (18)
o (X)) |

NN IO BN
TomL = Z{Ml (Ai,XR“ Ri) +

=1

_ ,a%_k(i)}(Ai,XRi,Ri) _

We divide the overall sample Z into K > 2 disjoint folds, denoted Zi,...,Zx. For each
=F(2) and al*(a,x,,r) for a € {0,1}, using only
the data outside the kth fold. Let k(7) be the index of the fold to which the observation
(Ai, Xg,, Yi, R;) belongs. That is to say, we use what is commonly called the DML 1

estimator, though an alternative is the DML 2 estimator. Under conditions in which K is

fold k, we fit the nuisance estimators é

small or the nuisance functions are estimated via auxiliary procedures satisfying standard
regularity conditions, the two estimators typically exhibit similar performance. However, in

more complex settings, DML 2 enjoys superior higher-order properties. Velez (2024) shows
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that, under an asymptotic framework where K — oo as n — oo, DML 2 asymptotically
dominates DML 1 in terms of bias and mean squared error. To simplify the notation in
our discussion of DML, we suppress the fold-index and denote [i,(A;, Xg,, R;) and é,(X;)
instead of al=F@I(A;, Xg., R;) and é-F@I(X;), on the understanding that the fold k(i) is

implicitly determined by the observation 1.

4.2 Consistency

The classical doubly robust property in the literature requires consistency under a some-
how different condition that at least one of these two nuisance models is correctly specified
by some parametric assumption. Equivalently, one may view the estimation as being con-
ducted over the union model My U My. In other words, so long as either the joint
propensity score or the outcome regression model is valid, the estimator still converges to
the true parameter, even if the other working model is misspecified. This feature is also
appealing in practice, since it guards against bias arising from a single model’s misspeci-
fication (Bang and Robins, 2005; Sant’Anna and Zhao, 2020a; Wager, 2024; Testa et al.,
2025). To formalize this for our nonparametric setup, we impose the following condition
for the AIJPW estimator.

Assumption 8. (Consistency of AIJPW) For any a € {0,1}, and i € [n],
(a) There exists some constant ¢ such that 0 < ¢ < é,(X;) < 1.

(b) Yi, pa(Ais Xr,, R;), and [1,(A;, Xg,, R;) have bounded second moments.
(¢) One of the following conditions (c.1) or (c.2) holds:

(c.1) The nuisance parameter estimator é,(X) satisfies E[é.(X;) — e4(X;)]* = o(1) and
E[ﬁ - mP = o(1). There exists an estimator ji,(A, Xgr, R) independent of O; such
that Elfia(A;, Xg,, R;) — i(A;, Xg,, R;)]? = o(1).

(c.2) The nuisance parameter estimator fi,(A;, Xr,, R;) satisfies E[fio(A;, Xgr,, Ri) —
ta(Aiy Xg., B> = o(1). There exists an estimator €,(X;) independent of O; such that

E[iéa(lxi) — T(lxi)]Q =o(1).

Existing work generally relies solely on a single identification moment condition to
establish the classical doubly robust property (Ding, 2024). In contrast, our paper advances
the framework in two ways: we not only establish doubly robustness under a broader set of
assumptions (nonparametric), but we also prove the consistency of the estimator without
the Donsker. Our key innovation draws on the stronger convergence conditions considered
in Huo et al. (2025), where the authors eliminate the need for a Donsker class argument by

assuming that no individual observation exerts excessive influence on the estimation. Unlike
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their framework, our approach does not require both nuisance estimators to be consistent
simultaneously. Instead, it suffices that one of them is well-behaved for our result to hold.
We therefore present the following theorem, which formally establishes the classical doubly
robustness of consistency under our assumptions. There is an important remark: in the
classical doubly robust framework, each nuisance model is assumed to converge to some
fixed limit (which may be the true model if correctly specified, or a misspecified target

otherwise). E[(A;, Xr,, R;) — i(As, Xr,, R;)]? = o(1) and E[éa(lXi) — éa&i)P = o(1) play

the same role here.

Theorem 4. Under Assumptions 1—4 and 9, the doubly robust estimator Tarspw S consis-

tent.

To formalize classical doubly robustness for the DML estimator, we impose the following

condition.

Assumption 9. (Consistency of DML) For any a € {0,1}, and i € [n],
(a) There exists some constant ¢ such that 0 < ¢ < é,(X;) < 1.

(b) Yi, pa(Ai, Xgr,, Ri), and fi,(Ai, Xr,, R;) have bounded second moments.
(c) One of the following conditions (c.1) or (c.2) holds:

(c.1) The nuisance parameter estimator é,(X) satisfies E {[éa(Xi) —eq(X3))? | I,k(i)} =
0p(1) and B {55 — o552 | Tk = 0p(1)-

(c.2) The nuisance parameter estimator fi,(A, Xg, R) satisfies E{[ft.(A:, Xr,, Ri) —
fa(As, Xpy, Ri)|* | Zopiy } = 0p(1).

(d) There exists some constant k > 0 such that I—Tf > Kk for any k € [K].

As in Chernozhukov et al. (2018), Assumptions 8 and 9 can be readily extended to their
high-probability versions, thereby allowing for estimators with heavy-tailed distributions.
Nevertheless, Our key implication is that, under plug-in or cross-validated estimation, the
AIJPW and DML estimators remain consistent provided that at least one of the nuisance
components is correctly specified. We now formalize the classical doubly robust property
of the DML estimator in the theorem below.

Theorem 5. Under Assumptions 1/ and 8, the doubly robust estimator Tpyy, is consistent.

5 Inference

5.1 Asymptotic normality

We also establish a rate doubly robust property: the estimator is \/n consistent requiring

both the joint propensity score and marginalized outcome regression models are consistent.
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The AIJPW estimator begins by modeling conditional outcomes to estimate the ATE.
It then adjusts for potential biases in these models by applying inverse joint probability
weighting to the residuals. This method combines the strengths of marginalized outcome
regression and joint propensity score weighting, offering robustness against misspecification
in either model. Notably, under mild regularity conditions, and even when nuisance param-
eters are estimated flexibly using nonparametric or machine learning methods, the AIJPW
and DML estimators achieve the /n-rate of convergence, as demonstrated by Kennedy
(2016); Chernozhukov et al. (2018). This part is well-known in the literature, so we present
the assumptions in a concise manner.

Formally, suppose we estimate the nuisance parameters p,(A, Xg, R) and e,(X) by

fio(A, Xg, R) and é,(X), respectively, such that the following assumption holds:

Assumption 10. For each a € {0,1}, there exists some constant ¢ such that 0 < ¢ <
éa(X;) < 1. Y, pa(Aiy Xr,, Ri), and fi,(A;, Xg,, R;) have bounded second moments. More-
over, we assume that the estimators [i,(A, Xg, R) and é,(X) satisfy the following rate

conditions:
(a) ||a(A, Xg, R) — pia(A, Xg, R)||, = 0p(1).
(b) llea(X) — ea(X)l, = op(1).
(¢) |lfta(A, Xr, R) — p1a(A, X, R)||, - [|6a(X) — €a(X) |, = 0p(n=12).

This assumption holds if each nuisance estimator converges at a rate of o,(n"*/) in the
L2(P)-norm, where ||0||2 = [ 8(w)? dP(w). We use the notation o,(-) to indicate convergence
in probability, distinguishing it from the deterministic o(-) used in Assumption 8. This
distinction is crucial as we do not explicitly control for the randomness inherent in the
estimators é and i, which would otherwise make this assumption more stringent. (See
Lemma in the Supplementary material) In classical semiparametric theory, ensuring that
nuisance estimators belong to a Donsker class guarantees that the additional variability
from estimating é and fi becomes asymptotically negligible. This condition allows for the
use of more flexible methods while still achieving consistency under strong conditions on
the randomness of the estimated nuisance parameters.

Equivalently, one may view the estimation under Assumption 10 as being conducted
over the intersection model M xNMy . The rate condition connects the literature on causal
inference with machine learning methods that converge at a slow rate while still producing
asymptotically valid confidence intervals. Then, we introduce the following assumption as

part of the standard procedure for implementing doubly robust estimators.
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Assumption 11. We assume that either (a) jio(A, Xr, R) and é,(X) are obtained by fized
K-fold cross-fitting with K > 1, or (b) p.(A, Xg, R), fla(A, Xg, R), €4(X), é,(X) belong to

a Donsker class.

This assumption ensures the necessary rate conditions for the doubly robust estimator
to achieve asymptotic normality and efficiency. One can interpret the estimation under
Mx N My. Cross-fitting helps mitigate overfitting and relaxes the need for Donsker class
conditions, as demonstrated by Kennedy (2016); Chernozhukov et al. (2018). Alternatively,
assuming the estimators lie within a Donsker class provides a route to control the empirical
process term in the asymptotic analysis, as discussed by Andrews (1994). One weaker
assumption for the Donsker class is by assuming the asymptotic equicontinuity (van der
Vaart, 2000). Assume that the function class F = @, satisfies asymptotic equicontinuity

with respect to the L'-norm: for every € > 0,

lim limsupP< sup G,(f—g) > 5) =0,
0 n—oo f,g€P,
E[|f—gl]<é
where G,, = /n (P, —P). With these assumptions, we now state the following theorem,
which establishes the y/n-consistency and asymptotic linearity of our doubly robust esti-

mators.

Theorem 6. Under Assumptions 1—4, 10, and 11, the doubly robust estimators Tarpw and

Tpmr are asymptotically linear. Let T denote either Tarzpw or Tpur, then

Vi (f =1)~ N(0,V) (19)

2(X 2(X
v = varfr(a, xe )+ [ 0| v | B (20
e1(X)
where 02(X) = Var[Y;(a) | X] for a =0, 1.
See the proof in Supplementary material S.7.1.

Remark 8. In the Appendiz we show that

Z{m(Ai,XR,.,RiH { p}[el(xﬂ)bl( Re Ri)]

N 1
T =—
n i—1

1—A)I{R; = 1,} [Yi — po(Ai, Xg,, I)]
Go(Xi)

— ,UO(Ai»XR“Ri) — ( } + Op(’I’L_l/Q).
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Thus, up to an op(nfl/Q) remainder, an AIJPW estimator is first-order equivalent to a sum
of independent and identically distributed random influence functions. This asymptotically
linear representation immediately justifies constructing confidence intervals and conduct-
ing hypothesis tests either by the usual normal theory approximations or by applying the

bootstrap.

Under the conditions of Theorem 6, let V denote a consistent estimator of V. For

example,

~ 12 12 12 A-H{R-Zl }62(X») 12 (1—A~)]I{R'=1 }62(X-)

7= LS T X, Ry - 7+ Ly AR = LGN L o I = 1,}66(X)
n;[ ( R ) } n = e2(X;) n; e3(X;)

Then an asymptotically valid two-sided 1—a confidence interval for 7 is {f' £ 21_a/2v/ 1% / n} .
it can be shown (with somewhat stronger conditions, typically higher-order moment as-

sumptions on the parameters and estimators) that this confidence interval has uniform

P(T € %:tzl_a/g\/? )—(1—@)
n

5.2 Semiparametric efficiency bounds
In this section, we focus on the optimal inference for the OBCATE parameter 7% =
E[T(A =a,X, R = 7‘)}, and under Assumptions 1, 3, and 5, Theorem 2 implies that

7 = 7*. Our aim is to study the functional that achieves the semiparametric efficiency

asymptotic validity:

= 0.

lim sup
n—oo pep

bound and possesses local efficiency. In the above theorems, we showed that the proposed
estimator is asymptotically linear. The leading linear term, commonly referred to as the
influence function, captures the first-order behavior of the estimator under the stated as-
sumptions. A natural question that arises is whether this influence function is in fact the
efficient influence function, in the sense that no other regular estimator is more efficient
than the current one.?

To address this question, we examine whether the influence function corresponds to the
efficient influence function for 7* in a nonparametric model, where the full data density is

assumed to be estimable directly from the observed data with structural restrictions. Since

5Traditional local asymptotic minimax theory focuses on regular estimators and excludes superefficient
procedures. Nonetheless, one can formulate versions of the Local Asymptotic Minimax (LAM) theorem
that accommodate superefficient estimators, allowing for a meaningful comparison with regular estimators
such as the maximum likelihood estimator Chamberlain (1992); Le Cam and Yang (1992).
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our identification relies on the completeness conditions, parameters are bounded to ensure
pathwise differentiability, and, it is also worth considering whether the additional structure
from MNAR assumption can be used to sharpen the efficiency bound by restricting the

tangent space. The next theorem formalizes these results.

Theorem 7. Under Assumptions 1-7, the efficient influence function of T is

o =p1(A, Xg,R) — uo(A, Xg,R) — 7
N AR =1,}[Y — (A, Xp, R)] (A-A)HR=1,} [Y — po(A, Xg, R)]

e1(X) eo(X)

and the semiparametric efficiency bound for all reqular estimators of the model T* is

E [¢?] = Var[r(A, Xz, R)] + E [Z?g;] B [f((jg))] '

See the proof in the Supplementary material S.11.

6 Simulation

Table 1: Simulation: bias (x1072) and variance (x107?) of the point-estimator of 7, vari-
ance estimate (x107?), and coverage (%) of 95% confidence intervals.

n = 1,000 n = 3,000 n = 10,000
Method Bias  Var VE Cvg Bias Var VE Cvg Bias Var VE Cvg

(a) One confounder subject to missingness

NonPara 287 904 91.1 154 % 28.3 482 46.0 256 % 279 226 234 381 %
ALJPW -22.4 463 480 882% -21.1 239 222 923% 206 11.0 122 941 %
DML 181 378 386 90.9% 175 182 20.1 93.0 % 172 89 98 954 %

(b) Multiple confounders subject to missingness

NonPara -116.3 815 792 <0.1% -114.8 39.7 36.1 <0.1% -113.5 20.1 193 <0.1%
ALJPW 10.2 182.0 254.5 70.6 % 9.6 89.5 102.1 80.3% 9.1 423 46.0 90.4 %
DML 8.1 176.4 241.0 758 % 75 922 1043 855 % 7.0 468 532 91.2%

Notes: NonPara = nonparametric estimator; AIJPW = augmented inverse joint-propensity weighting
estimator; DML = double machine learning estimator.

In this section, we compare the results from the nonparametric two-stage regression
approach in Yang et al. (2019) with our doubly robust estimators. Our simulation method-
ology builds upon that of Yang et al. (2019). However, unlike their low-dimensional sim-
ulation, our setup introduces a more intricate data generation process for both potential
outcomes and the probability of missingness, incorporating nonlinear terms to better cap-

ture real-world complexities. For the second simulation, while the data generation process
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for the multivariate case remains consistent, we employ nonparametric methods to estimate
the average treatment effect, as opposed to the parametric approaches used in their study.
In each setting, we choose sample sizes of n = 1,000, 3,000, and 10, 000, generating 2,000
Monte Carlo samples for each sample size. For all estimators, we use the bootstrap with
200 replicates to estimate the variances.

In the first setup, we generate two confounders Xy; ~ N (1,1) and X5; ~ Bernoulli(0.5).

The potential outcomes are defined as

}/Z(O) = 05 + Xh' + XQZ' -+ maX{Xli, Xzz} + €0i
Y;(l) = 1 —|— 3Xlz + 2X2z + QmaX{XU,XQi} —I— €14,

where €, €1; ~ N (0, 1), resulting in an average causal effect 7 = E[Y;(1) — Y;(0)] = 4.25.
Treatment assignment follows A; ~ Bernoulli(r;), where logit(m;) = 1.25 —0.5X7; — 0.5Xy;,
and the missingness indicator for Xy;, denoted Ry;, is generated by Ry; ~ Bernoulli(p;),
logit(p;) = —2 4 2X7; + A; (1.5 + Xy;) + max{Xy;, Xo;}, which yields an overall response
rate of approximately 77%. We begin to show that the two integral equations are different
in the sense that they return different results for the underlying distributions.

In the second setup, let X; = (Xy;,..., Xg;). We generate X; and Xy; from N (1,1),
X3; and Xy; from 2Bernoulli(0.5) — 1, X5; = X; + Xo; + X3, + Xy + €5 with e5; ~ N (0, 1),
and Xg; from Bernoulli(pg;) with logit(ps;) = —X5;. The potential outcomes are defined by

Yi(0) = —1.5 4 X1 — Xo; + X — Xy + X5 + Xgi + €05,
Yi(1) =0 — Xy, + Xo; — X + Xy — Xoi — Xei + €11,

where €g;, €1; ~ N(0,1). The average treatment effect is 7 = —0.5. The treatment indicator
A; ~ Bernoulli(m;), where logit(m;) = 1 4+ 0.5X3; + 0.5X5; + 0.5X3; + 0.5Xy; — X5, — X
Among the confounders, X5; and Xg have missing values, while the other confounders do
not. The missingness pattern for (X;;, Xg;) is denoted by R; = (Rs;, Rei), which takes
values in the set {(1,1), (1,0), (0,1), (0,0)}. The distribution of R; is multinomial with
probabilities (p11., P10, Po1i, Pooi)- Specifically,

1 eli

P11, 1+ 3¢l P1o,i = Po1,i = Poo, 1+ 3¢l

average, the four missing-ness patterns (1, 1), (1,0), (0,1) and (0,0) occur in about 49%,
17%, 17% and 17% of observations, respectively.
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We use 10-fold cross-validation to select the tuning parameters J and B. Table 1(a)
compares our doubly robust estimators with the nonparametric estimator for the case
of a single confounder subject to missingness. The nonparametric method exhibits poor
coverage rates for the confidence intervals. In contrast, our proposed estimators show
negligible bias, maintain good coverage, and display decreasing variance as the sample size
increases. Table 1(b) presents a comparison for the scenario of a single confounder subject
to multiple missingness patterns. Again, our estimators demonstrate negligible bias and
reliable coverage, outperforming the nonparametric approach. Overall, the DML estimator

shows superior performance compared to the AIJPW estimator.

7 Empirical applications

7.1 The causal effect of job training program on employment

Table 2: Point estimate, standard error by the bootstrap and 95% confidence interval

Method Estimation Standard Error 95% Confidence Interval
(a) The causal effect of job training program on employment

TDWC 0.037 0.011 [0.0154, 0.0586]
AIJPW 0.042 0.009 [0.0246, 0.0594]
DML 0.045 0.008 [0.0294, 0.0606]
(b) The causal effect of smoking on blood-lead level

NonPara 0.207 0.072 [0.0660, 0.3480]
AIJPW 0.221 0.063 [0.0966, 0.3454]
DML 0.246 0.052 [0.1440, 0.3480]
(c) The causal effect of education on general health satisfaction

NonPara -0.283 0.094 [-0.4685, —0.0975]
AIJPW -0.341 0.046 [-0.4321, —0.2499]
DML —0.356 0.041 [-0.4376, —0.2744]

Notes: TDWC = treatment dummy without control; NonPara = nonparametric estimator; AIJPW =
augmented inverse joint-propensity weighting estimator; DML = double machine learning estimator.

We analyze data from the 1994-1995 National Job Corps Study, a randomized job-training
program evaluated in Lee (2009). The analytic sample consists of 9,145 individuals, in-
cluding treated participants (A = 1) and controls (A = 0). The set of confounders X
includes age, an indicator for ever being arrested, gender, race/ethnicity, marital status,
number of children, education, mother’s education (16.4% missing), father’s education

(33.5% missing), household income (31.9% missing), and personal income categories; all
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other confounders are nearly fully observed. The outcome Y is employment status dur-
ing the follow-up period. The substantial non-response in parental education and income
suggests that missingness may depend on the unobserved values themselves (for example,
higher-educated parents or higher-income households may be less likely to report). At the
same time, it is plausible that, conditional on treatment assignment and the observed con-
founders, the missingness mechanism is independent of subsequent employment outcomes,

a form of outcome-independent missingness.

7.2 The causal effect of smoking on blood lead level

We analyze data from the 2015-2016 National Health and Nutrition Examination Survey
to estimate the causal effect of smoking on blood-lead level. The analytic sample includes
2,949 adults, of whom 1,102 are smokers (A = 1) and 1,847 are non-smokers (A = 0). All
participants are aged 15 or older and reported no tobacco use other than cigarette smoking
in the preceding five days. The outcome Y is the blood-lead concentration (ranging from
0.05 to 23.51 pug/dL). Confounders X include the income-to-poverty ratio, age, and gender;
only the income-to-poverty ratio has missing values (14.0 % for smokers and 15.2 % for
non-smokers). While the missingness of income may be not at random (for example, higher-
income individuals may be less likely to report), it is also plausible that, conditional on
smoking status and the observed confounders, the missing-data process is independent
of the blood-lead outcome that is consistent with an outcome-independent missingness

assumption.

7.3 The causal effect of education on general health satisfaction

We analyze data from the 2015-2016 National Health and Nutrition Examination Survey
to estimate the average causal effect of education on general health satisfaction. The
analytic sample comprises 4,845 individuals, of whom 76 % completed at least high-school
education (A = 1) while the remaining 24 % did not (A = 0). The outcome Y is a general
health-satisfaction score on a 1-5 scale (lower values indicate better satisfaction); in the
observed data the mean of Y is 2.88 with standard deviation 0.96. Confounders X include
age, gender, race, marital status, the income-to-poverty ratio, and an indicator of ever
having pre-diabetes risk. Among these, the income-to-poverty ratio and the pre-diabetes-
risk indicator contain missing values; all other confounders are fully observed. We believe
the missingness for these two variables may depend on their unobserved values. However, it
is plausible that, conditional on the treatment and observed confounders, the missingness

is independent of the outcome.
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7.4 Results

Table 2 panel (a) presents the estimated effect of the job training program on employment.
All three estimators indicate a positive impact: the treatment dummy without control
(nonparametric estimate is not applicable with a binary outcome), which is a benchmark
result in this randomized experiment, is 0.0370 (SE = 0.0110; 95% CI [0.0154, 0.0586]), the
AIJPW estimator is 0.0420 (SE = 0.0090; 95% CI [0.0246, 0.0594]), and the DML estimator
yields 0.0450 (SE = 0.0080; 95% CI [0.0294, 0.0606]). In panel (b), the nonparametric
estimate is 0.2070 (SE = 0.0720; 95% CI [0.0660, 0.3480]), the AIJPW estimate is 0.2210
(SE = 0.0630; 95% CI [0.0966, 0.3454]), and the DML estimate is 0.2460 (SE = 0.0520;
95% CI [0.1440, 0.3480]). In panel (c), the nonparametric estimate is —0.2830 (SE =
0.0940; 95% CI [-0.4685, —0.0975]), the AIJPW estimate is —0.3410 (SE = 0.0460; 95%
CI [-0.4321, —0.2499]) and the DML estimate is —0.3560 (SE = 0.0410; 95% CI [-0.4376,
—0.2744]). Across all applications, the more advanced estimators produce larger (in absolute
value) effects and yield tighter confidence intervals, suggesting that accounting for high-
dimensional confounders and missing confounders can meaningfully improve both precision

and inference.

8 Conclusion

We contribute to the causal inference literature by providing a robust and efficient method
for settings with MNAR data, thereby enhancing the reliability of treatment effect estimates
in the presence of missing confounders. We address the challenges of causal inference
in observational studies where confounders are MNAR. We introduced a semiparametric
framework that derives the efficiency bound for estimating ATE under the assumption of
outcome-independent missingness. Our proposed doubly robust estimator, which solves
two Fredholm integral equations—one integrating over confounders and the other over
outcomes with an unknown low-rank structure, attains this efficiency bound.

The estimator exhibits robustness in two respects: it remains consistent when either the
confounder or the outcome has greater dimensionality, provided other necessary assump-
tions are satisfied. Additionally, by leveraging fourth-root rate convergence for nuisance
parameters, the estimator achieves \/n-consistency, asymptotic linearity, and local effi-
ciency. Simulation studies demonstrate the estimator’s superior finite-sample performance
compared to existing methods. An application to the 2015-2016 U.S. National Health and
Nutrition Examination Survey illustrates its practical utility in real-world data analysis.

This article also opens several promising avenues for future work. A natural extension is
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to derive a Bayesian analog of our doubly robust estimator under the outcome-independent
MNAR assumption. One could place priors on the nuisance functions (e.g. the missing-
ness mechanism, conditional densities, regression models) and then incorporate influence-
function or bias-correction adjustments in the posterior for the average treatment effect,
thereby combining Bayesian uncertainty quantification with semiparametric efficiency and
robustness (e.g. as in Breunig et al. (2025)).

Another key direction is to study the finite-sample performance of our estimator be-
yond the asymptotic regime. Although our theoretical guarantees ensure y/n-consistency,
asymptotic linearity, and local efficiency under fourth-root convergence of nuisance esti-
mates, real-world sample sizes may strain these conditions. Inspired by methods such as
those in Armstrong and Kolesar (2021), one could develop bias-aware confidence sets or
“honest” inference procedures that maintain nominal coverage even when integral opera-
tor inversions approach ill-posedness. Further research is also needed to refine practical
estimation of nuisance parameters that involve convolution or integral operators in finite

samples.
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S Supplementary material

S.1 Alternative missing data mechanisms

Several assumptions have been proposed to address scenarios involving missing confounders.
In this subsection we will discuss these assumptions which do not adequately handle com-
plex missing data patterns, such as those illustrated in Figure 1. For a concrete discussion,
see Yang et al. (2019).

To address the missing confounders, Rosenbaum and Rubin (1984) introduced a modi-

fied unconfoundedness assumption.
Assumption S1. {Y(0),Y (1)} 1L A| (X,, R).

Under Assumption S1, the generalized propensity score e(X,,R) = P(A =1 | X,,R)
plays the same role as the classical score e(X) = P(A = 1| X) when confounders are fully
observed. Adjusting for e(X,., R) balances both the observed values and missingness pattern
without modeling the missing-data mechanism. However, when R = 0, indicating that all
confounders are missing, it is unlikely that the treatment assignment A is independent of
the outcome Y, as no observed confounders are available to adjust for potential biases. In
such scenarios, the assumption of no unmeasured confounding may be violated, leading to
biased estimates of treatment effects.

By considering missing mechanisms, the causal effects can be identified in different

ways. The first mechanism is missing completely at random (Rubin, 1976).
Assumption S2. (Missing completely at random) R 1L (A, X,Y).

Assumption S2 requires that the missingness of confounders is independent of all vari-
ables (A, X,Y). It implies 7 = E[7(X) | R = 1,] and thus justifies the complete-case
analysis that uses only the units with fully observed confounders. However, confounders
are rarely missing completely at random and missing at random (Rubin, 1976) deals with

that consideration.
Assumption S3. (Missing at random) R 1L X | (A,Y).

Under Assumption S3, conditioning on the treatment A and outcome Y, the missingness
mechanism of the confounders X is independent of the missing values themselves. This
assumption implies that the joint distribution factorizes as f(A, X,Y) = f(A,Y)f(X |
A Y,R = 1,). Consequently, the joint distribution and its functionals, including the av-

erage treatment effect 7, are identifiable. However, the assumption of missing at random
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is untenable when the probability of missingness depends on the unobserved values them-
selves. In such cases, the data necessitate alternative modeling approaches to account for

the non-ignorable missingness mechanism.

S.2 Main proofs for identification
S.2.1 Identification in Yang et al. (2019)

In this subsection, Lemma S1 constructs the integral equation; Lemma S2 recovers the full

data distribution; and Theorem 3 estimates the average treatment effect.
Lemma S1. Under Assumption 3, for any r and a, the following integral equation holds:
fA=a,X,Y,R=7)= /gm(X)f(A — a4, X,Y,R = 1,) dv(X;).

Proof. The conclusion follows because the observed data distribution is the complete data

distribution averaged over the missing data

f(A=a,X,,Y,R=7r) = /f(A — 4, X,Y,R = r)dv(X,)
_/ f(A=a, XY, R=r)

) f(A

P

=a, X, YR = 1p)f(A =a,X,Y,R=1,)dv(X5)

(R=r|A=aX,Y)
P(R=1,]A=aX)Y)

= [&a(X)f(A =0, X,Y, R = 1,)du(X,).

f(A=a,X,Y,R = 1,)dv(X57)

Lemma S2. Under Assumptions 3-5, the distribution of (A, X,Y, R) is identifiable.

Proof. Suppose that £())(X) and £2)(X) are two solutions to the integral equation

f(A=a, X,,Y,R=7) = /@a(X) f(A=a, X,Y, R=1)) dv(X,) (k=1,2).

Y

Then their difference must satisfy

/[5&)(){) - fﬁi)(X)} f(A=a, XY, R=1,) dv(X,) =0.
Integrating both sides further over X,., we get

/[51%)<X) - @EZ)(X)} f(A=a, X, Y, R=1,) dv(X) = 0.
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Then by Definition 1 and Assumption 5, we conclude that

EVX)—ED(X)=0 as.

ra ra

Thus the integral equation (3) admits a unique solution &,.,(X). Next, from the definition
of &.4(X), we can identify
P(R=r|AX,Y).

by >, P(R=1r|A,X,Y) = 1. Finally, we recover

FA XY, R=1,)
P(R=1,|AX,Y)
FA,X,Y,R) = f(R| A, X,Y)P(A,X.,Y).

fAX)Y) =

by equation (1). O
Theorem S1. Under Assumptions 1, 3-5, the average causal effect T is identified by

o f(A:a,X,Rzlp)
T E)/T(X)P(Rzlp\A:a,X)

dv(X), (S1)
Here 7(x) is identified by (5), P(A=a, R=1,) and f(A=a,X,R=1,) depend only on
the observed data, and P(R =1, | A = a, X) can be identified from Lemma S2 for a =0, 1.

Proof. First, we can identify the conditional distribution of X given A = a by

f(A=a, X, R=1,)

fXla=a) = P(R=1,|A=a, X)

=0,1).

Averaging 7(X) over this distribution yields the identification formula (S1). [

S.3 First set of identification formulas

Proof of Theorem 1. We first show that (7) holds. Notice

= p(AAi{f 7 ipi?/l X)] —F {E [HAAESE ipﬁ/ B X] }

. A
PA=1.R=1,|X)

E(I{R=1,}Y | A,X)]
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by the law of iterated expectations. The denominator is well defined because of Assump-

tions 2 and 4. We can further simplify the expectation by

. A
PAA=1,R=1,| X)

E(I{R=1,} | A, X)E(Y | A,X)]

with the outcome-independent missingness of Assumption 3. This equals to

AP(R=1,| A=1,X)
PA=1R=1,]X)

A
:Ebmqu)
— E[Y (1)

l AP(R=1,] A, X)

P(Azl,R:1p|X)E(Y|A’X)] :E[

E(Y\Azl,X)]

E(Y]Azl,X)]

because the random variable A governs the value of the random variable within the expec-
tation. The third equality follows from Assumption 1, which relies on the classical rationale
underlying propensity score weighting. Similarly, we can obtain

Q- AHR=1,}Y ]

. P(A=0,R=1,|X) =E[¥ )

and thus, we finish the first part of the proof.
Second, we can identify the expectation on the right hand of (7) by

f(A=a,X,R=1,)
f(X) ’
f(A=a,X,R=1,)

- 51 F(A=d’ X ,R=1,)
a’=0 P(R=1p|A=ad’,X)

P(A=a,R=1,| X) =

(a=0,1),

where f(A = a,X,R = 1,) is identifiable from the observed data and P(R =1, | A =
a,X) is identified by the functional &,,. Moreover, the indicator function I{R = 1,}
ensures the nonnegative part in the expectation with observed density, so the expectation
is identified. O
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Proof of Lemma 1. The integral equation equals to

FXY|A=a,R=1)= /f(X,Y | A=a,R=r)dv(X,)
— [JX [ A=a R=n)f(Y | A=a,X,R =) dv(X)
:/f(X | A=a,R=1)f(Y | A=a,X,R=1,)dv(X;)
To ensure all of these conditional densities and integrals are well-defined, we require As-

sumption 4 for:

f(,R=r|A=a)

felA=aR=r)= P(R=r|A=a)

so the denominator is strictly positive. ]

Proof of Lemma 2. Suppose that f()(X) and f?(X) are two solutions to the integral

equation
FX.Y|A=a,R=1)= /fm(X)f(Y | A=a,X,R=1,)dv(X,),

which implies [[fD(X) — fO(X)]f(Y | A = a,X,R = 1,)dv(X;) = 0. Integrating both

ra

sides with respect to X,, we obtain

JURE) = FOX)F(V | A= 0, X, R =1,) dv(X) = 0.
Under Assumption 5, completeness implies that f()(X) = f{2)(X) almost surely. There-
fore, Equation (10) has a unique solution f,.,(X).

For the other part of the theorem, note that the left-hand side of f(X | A = a,R =
r)f(A=a,R=r1r)= f(A=a,X,R =r)is identifiable, and so is the right-hand side.
Therefore, the conditional distribution f(R = r | X, A = a) is identifiable, and conse-
quently, the functional &,, is also identified. As a result, the distribution of the full data is
identified. O

Proof of Theorem 2. T = E[T(A, Xg, R)] = E{E[7(X) | A, X, R]} is straightforward once
we identify 7(A, Xg, R). We are able to derive the ATE because the random variable
T(A, Xg, R) is an identified function of observed random variables (A, Xg, R). We focus
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on

= r)
er|A=a,R—r - fX|A—aR_r) dv(X7)

—/ (X) f(Xy | A=a,X,, R =r)dv(X,)

/ T(X)fra(X) X X|A—CLR
(

T(A=a,X,,R=r).

By Assumptions 1 and 3, we have 7(X) = ]E(Y |A=1 X, R= 1p) —IE(Y |A=0,X, R=
1p> identified. Moreover, the confounder mask mechanism f (XT | A=a,R = r) is from
the fully observed distribution. By Theorem 1, each f,,(X) is identified, and substituting
these into the representation (12) shows that 7(A, Xg, R) itself is identified. An implicit
assumption is that f(X, | A = a, R = r) is well defined. This well-definedness follows

immediately from Assumptions 3 and 5. ]

S.4 Second set of identification formulas

Proof of Theorem 3. Define the product kernel
Ha(Y,Y) : /f Y|A=a,X,R=1,)f(A=a,X,Y,R=1)dv(X).

Let g be a bounded measurable function on ) and suppose [ g(Y) H,(Y,Y)dv(Y) = 0.
Then, by Fubini,

/[/g V[ A=a, X,R=1)dv(¥)| f(A=a,X,Y,R = 1) du(X) = (Ouu)(Y),

where u(X) := (0a19)(X) = [gV) f(Y | A=a,X,R=1,)dv(Y) for X € Sj.
Thus Ouu = 0 with v € Im(6,;). By Im(0,1) Nker(O,2) = 0, u = 0 almost surely.
Hence,
/g FY |A=a,X,R=1,)dv(Y) = 0.

By Assumption 7 (completeness in X of f(iN/ | A =a,X,R =1,)), this implies ¢ = 0
almost surely. Therefore H, is complete in Y.

Consequently, the link function ¢,(Y") solving (13) is unique, and hence P(R =1, | A =
a, X) is identified. O
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S.5 Sufficient condition for the low-dimensional structure assumption

Proof of Proposition 1. By the density assumption on f(Y | A = a, X, R = r), we observe

E |exp{—t"g(Y)}|A=0a,X,R = r] = /exp{—tTg(Y)}f(Y |A=a,X,R=r)dv(Y)
= [exp{t"g(")} exp{n(X) g(¥) = o ((X)) (Y )dw(Y)
= exp{=(1(X))} [ exp{(n(X) =) g(¥) (¥ )aw(Y)
= exp{v)(n,(X) —t) =¥ (n.(X))}.

The fourth equality follows from the fact that the integral of the density equals 1. By
assumption, for each 7/, @/}(nr(X) — tr/r) — @b(nr(X)) = (B — B,)" X + log ¢,s,.. Hence

E[exp{—tITg(Y)} | A=a,X,R= 7’] = cpp exp{(Bw — B)T X}

Then

El¢ra(Y) | A=0a,X,R=1] =Y cilE|exp{~t},g(Y)} | A=a,X,R=r]|

. B 1
:;exp{(ﬂr’_ﬁr) Xt = (X))

S.6 Main proofs for the doubly robustness
S.6.1 Proof of Theorem 4

Proof. Conditions (a) and (b) in Assumption 9 ensure the applicability of weak law of large
numbers. We omit the formal proof of this result in the main argument. Our goal is the
classical doubly robustness of

. 1 &) N

TALIPW — E Z {/1‘1 (Al7 XRZ-; Rz) - /’LO(AM XR“ Rz)

=1

61(Xi) éo(XJ

LA R =1,} [Yi — (A, Xg,, Ri)] (1= A)I{R; = 1,} [Yi — fio(Ai, X, Ry)] }

(1) We want to show that Fapypw is consistent if E[|fiq(A, Xr, R) — (A, Xr, R)]?] = o(1)
holds.
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We focus on

7112:; {m Ay Xy Re) — E (A, X, R)) + 5= 1) [é?&i/;h(AuXRi, Ri)l }
ié (A1, X, Ri) — E [1u(As, Xn,, Bi)]} + ié AR =1,} [éi?()—(i/;l(Ai,XRi, R.)]
+ 1i (As, Xn,, Rs) — p(Asy Xy, Re)][1— W]
=0+ 1+ Is.
where

I = ;g{ (Ai, Xg,, Ri) — E[u(Ai, Xg,, R},
= :Lzzn; 8 {Ri - 1p} Zi;{;;l(Ai’XR“ Ri)]’
Iy = iim(Ai’XR“ R;) — p( Ay, Xg,, R)][1 — W]‘

And the second equality is by definition and the law of iterated expectation that E [u(A; = a, Xg,, R;)] =
E[Y (a)]. Therefore, by triangle inequality, we find that

|S1| < L] + [1a| + |I3].

Since the second moment is bounded, by the law of large numbers we have |I;| % 0. We

also find that

1 & AT{R = 1,1 Y — pn(As, X, R
|15 <‘n; e (X)) ’
1 1 1
*;AiH{Rz‘ =1,}[Yi— Ml(Ai»XRmRz‘)][él(Xi) - 61(Xi)]|
1 1

]

LS AR = 1) [V (A X R M X " et

=1

where the first inequality follows from the triangle inequality. The second equality follows
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from the law of large numbers and Lemma S11. Now, let’s examine

iiAiH{Ri = 1p} Vi — (A, X, Ri)“él(gfi) B 61(Xi>]|
1 & ! ! : 1
= ;A@'H{Ri =1} [Yi - Ml(Ai’XRi’Ri)][él(X,) - e1(X5) + e1(X;) Bl 61(Xz‘)]‘
< ;ﬁ;Ai {R; = 1,} [Y; — ul(Ai,XR,.,Ro][él&i) - el&i)]‘
’ E:IA iR = 1} [Yi — pu(As, Xg,, Ry mq(iﬁ) a 61(1Xz‘)]‘
r L En:A {R: = 1,} [Y; — ma(Ai, Xr,, R)][el(lXi) h él(}i)]

where the second inequality follows from the triangle inequality and the last convergence

follows from the law of large numbers and Lemma S11. For

E( ZA I{R; = 1,} [V; — ul(Az,XRﬂR)][el(lXﬂ - él(lXi)]>
<711 ilE < Al ]I{R, = ]-p} D/l - Ml(Az,XRzaRz)][él(}J - 61(}1)] >
<:l il (BE{AI{R; = 1,} [Yi — p(Ai, X, Ri)]}g)% {E[él(iﬁ) - el&z)]Q}Q
—o(1).

Therefore, |I3| = 0,(1) by Markov’s inequality. Finally, for I3, by the Cauchy-Schwarz

inequality we obtain

E(| L) E(iz (Ap X Bo) — p(As, X, Ri)][l_W]D
<i§1@( (Aj, Xp,, Ri) — ﬂ(Ai,XRi,Ri)][l_f‘W]D
1 - n( A ) , 12 3 _w 2) 2
< n;( (A, X Re) — p(As, Xy, R)P?) {E [1 = ] }
= o(1).

Therefore, we have |I3] = 0,(1) by Markov’s inequality. Put |I1|, ||, and |I3] together.
1S1| & 0, which in turn implies that S; 2 0 by the definition of convergence in probability.
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Similarly, we can show that

S = E Az Xpg. i L ’ & -
g {MO( Anft) éo(X:) M
%0

With S; 2 0 and Sy 2 0, we obtain Faypw — 7.

(2) We want to show that Fapspw is consistent if E[|é,(X) — e.(X)[?] = o(1) and EHéa(lX) -
|?] = o(1) holds. Hence, the classical doubly robust property is satisfied.

1
ea(X)

We write the Tappw in another format compared to (1):

R 772 AR =1,}Y; B (1-A)R =1,}Y;
AP n:3 é1(X;) éo(Xi)
N AR =1 }> N l (1-A){R =1 }]
+ A, Xp R) |1 - ———2) — A, Xg,R;) |1 — = P .
:U’l( R; ) < el(Xi) ,ul( R; ) 60<Xi>
We notice
1 AR =1,}Y, . ( AiH{Ri:1}>
S = A, X, Ry) (1= il ) 4
n ; 61 (Xz) :ul( R; ) e, (Xz) H1
- — - (A, X A iy S 2
n; el(XZ-) il n; X ) < e1(X;)
1 & 1
n;( X)) e(XQ)Ai]I{R =1,} (Ai, Xg,, Ri)]
_]/_|_ é Il
where
p_ L RAIR = 1L} Y;
f= ﬁg[ o) b
1 AR, =1,}
J N AN i p
a @“ A A 1) (1 L)
, 1 n N

Similarly, we can show that I{ = 0,(1), 15 = 0,(1), and 5 = 0,(1). Moreover, by a similar
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way we can show that S & 0 where

;IR =A4) R =1,}Y; VG- A)HR =1} |
K ;{ éo(Xi) ¥ Boldi X i) [1 éo(Xi) 1 } a

S.6.2 Proof of Theorem 5

Then we show the doubly robustness of

o = ii{ﬂ%"“”’”(zxi, Xp,, R;) = g "(As, Xp,, ;)

A {R; =1,} [ ﬂ_ DA, Xp R (1= A) R = 1,} [Vi — iy "N(As, X, R))]
é ( ) o [ ()](X) }
- Z |Ik|7'A1JPw

where %L_IELW is the AIJPW estimator with data Z ;. The proof proceeds by treating each
fold individually. We present the detailed argument under condition (c.2) only, since the
result under (c.1) follows directly by combining the technique used for (c.2) with the proof
of Theorem 4. Specifically,

TAIJPW ] Z{ (AZ,XR R) ([)—k}(AZ-,XRi,RO

1€Ty

Ai{R = 1,} [Yi— iy (AL X, Re)| (1= A) R = 1} i — fig 7 (Ai, Xy, R)|
Xy & (X)) |
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It is sufficient to show that TJ&I;LW %5 0 which is implied by %/[\_Ifl]pw 20| Z_y. We focus on

AR =1 }[ ,1[1 A, Xp, R
A’HXR R)+ p ? 1) —Ml
! Al AR, = 1,} 1Y — i Y (A, X, By
=iz 2 A (A X, i) — B [1(As, Xp,, Ri)] + { v} [A[ . L Ry Bi)]
| ' = (X;)
AR = 1,} Vi — (A, Xpy, Ry))

> {nlAi Xpoy o) = B [0(A;, Xp, R > e :

‘Ikl zEIk ] k‘ = é[1 %] (X))

AR, =1
S H(A, Xpy Ry — M(AZ-,XR“Ri)]D_{—P}]

mr e M(x;)
:[l[fk] +[2[fk] +[?[:k]

where
= I > {n(Ai X, Rs) = Elp(As, Xn,, R)]}
| | €Ty
I = 1 5 Ai{R; = 1,} [Yi — (A, Xg,, Ry)]
|Ik| i€y, A[lik}(XJ
. AR =1,}
L= ATM(A;, X gy, Ry) — p(As, X, R)|[1 — 22— 2)),
’ |Ik| lezjfk ' ' (X))

By Assumption 9, we have Var([ {71{]) and Var([;k}) converges to 0. In concreteness,

Var(1/M) = E[Var( I 220 + Var B[ 7.4)

|I |Var[ (141‘,)(]{1.7 Rz)] = 0(1)

Var(IJM) = E[Var (1L | Z_,)] + Var(E[IJ ™™ | 7_,)]

Ai H{Rz = 1p} [Y; - ,LLl(Ai’ XRN Rl)] —0
- { (X } o

since |Zy| is determined by Z_j, Lemma S11, and the random variables are either almost

surely bounded or have uniformly bounded second moments. Hence, by Chebyshev’s in-
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equality and Z_j, 2 0. Finally, for I5, by the Cauchy-Schwarz inequality, we obtain

1

A

= ey (X

<1§:E< (As, Xg,, Ri) — p(Ai, Xg,, R)J[1 - A]Iil}(zle}"Z—>

3 \

B1LI1 2-0) = & | 3100 X ) = e X, RO - AH{R”}‘II—>

3

< 13" (BI(A, Xi, R — (A X, >]2|z_)5{1a [1_“{@;”] |z_k}
= 0p(1).

Since we have bounded second moments, by Lemma S14, we have E(|I3] | Z_j) uniform

integrable
Jim - sup E{E(|[3| | T HE(| L5 [ Z-k) > B}} =0,

where together with E(|/3] | Z_x) = 0,(1) and Chapter 13 in Williams (1991), we find
that E(|Z3]) — o(1). Therefore, we have |I3] = 0,(1) by Markov’s inequality. By the same
argument as Theorem 4, we obtain S{fk} £ 0. We can also construct S([fk] 20, and thus

%DML ﬁ> T. D
S.7 Theoretical foundations of inference

S.7.1 Proof of Theorem 6

Denote Z = (A, X, Y, R). Recall

. 1 &) . .
TALJPW = ﬁ Z {/Vbl(Alu XRN Rz) - ,LLO(Ai’XRi; Rz)

=1

L AR =1} Vi — i (As X, B)] (L= AR = 1} [Vi — fio(Ai, Xpi, Ri)

and define

NgE

TALJPW =

{Nl(AlaXR R) NO(AiaXRpRi)

S|

AR = 1,1 Y — (A, Xp,, Bi)] (1= A){R; = 1,} [Y; — po(Ai, Xg,, Ri)] }

A

e1(X;) eo(X;)
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For the simplicity of the proof, we also define following notations for decomposing the ATE

7(Z) = 11 (A, Xr, R) — po(A, Xg, R), (S2)
W(Z) = AR =1,} Z(;(;“(AXR’ R)] (A-AHR= 1;;&[;;; po(4, Xg, R)]’ ($3)
#(Z) = i (A, Xr, B) — (A, X, R), (s4)
0(2) = AR =1,} Z(;{gh(A,XR, R] (1-A{R= 12([)}(/)— fio(A, Xr, R)] ($5)

Lemma S5 establishes that Tayjpw is asymptotic linear with influence function

,Uq(A,XR,PL) — u0<A,XR,PL)
e1(X) eo(X) .

Its proof, by the first two following Lemmas, splits the estimation error into two parts.
Shortly, we want to prove Tayypw — Tarspw = Pn [(7’ -7+ (v — zﬁ)} = 0,(n"'/?). Finally,

Lemma S6 computes the variance using the corresponding influence function.
Lemma S3. Under Assumptions 10 and 11, (P, — P) [(7’ -7+ (- 1/;)} = 0,(n~Y2).

Proof. This empirical process term requires that both /i, and é, are consistent. Or it might

diverge. We can derive that

(Po—P) [(7 = 7) + (0 = ¥)| = Py = P)(r = #) + (P — P)(¥) — ¢))

For the second equality, the rate holds by Assumption 11(a) and Lemma 2 in Kennedy
et al. (2020) or Assumption 11(b), Lemma 19.24 in Van der Vaart (2000). We also notice

AR =1,} [Y — (A Xg, R)] AR =1,} [Y — u(A Xg, R)] }

- P~ ) = B D) | o e

(1 - A) ]I{R = 1;0} [Y - :ul(A> XR> R)]
+ (P, — JP){ o1 (X
(- AR=1L}[Y — (A, Xe R)]}
é1(X) '
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Further, we observe

AR =1} [Y — (A Xp B) AR =1} [Y — fu(A X, )
(Fn = F) { 5 Y B e R }
. AH{R = ]-p} [Y - [,Ll(A, XR, R)] A]I{R = ]-p} [Y - ,Lbl(A, XR, R)]
=®.—P) { o) - o) }
A{R = 1p} Y — (A, Xgr, R)] AI{R= 1p} Y — i1(A, Xg, R)]
B P) { &%) - &%) }
= 0p(n’1/2).

The first equality is by add and subtract and the consistency of e;(X). The second equality
is by Assumption 11(a) and Lemma 2 in Kennedy et al. (2020) or Assumption 11(b), Lemma
19.24 in Van der Vaart (2000). O

Lemma S4. Under Assumptions 1-4, 10, and 11, P [(7’ —7)+ (¢ — @/A))} = 0,(n=1/2).

Proof. We have P(y)) = 0 by Lemma S12, therefore we focus on P [T — T — 2[1] It is equal

to

P{MI(A7 XR7 R) - ﬂl(A7 XR7 R) - MO(A7 XR7 R) + //*\L0<A7 XR? R)

AR =1}[Y (A Xp B)] | (1= AR =1} [Y — ju(4, Xn, R)] }
é1(X) éo(X) '

We concentrate on

P{ju (4, X, ) — (A, X, ) — PRI LIl X T

é1(X)

— P{ja(4, X, R) = fn(A, X, F) - ARIZ L} I(A’éi};(’f - R)]}
_ _ . _ e1(X) (A, Xp, R =1,) — fn(A, Xp, R =1,)]
_ IP{,ul(A, XpR=1,)— pi(A Xp R=1,) — 0 }

The first equality follows from Lemma S11. The second is by conditioning on X and use
the law of iterated expectaion by noticing that (A, Xg, R = 1,) and f;(A, Xg, R = 1,)
are functions of X.
P([M(AXm R=1p) — (A Xg, R =1))][e1(X) — él(X)]>
e1(X)é1(X) ’
S (A Xp, R =1,) = (A, X, R = 1) |, - 12(X) = ex(X) [, = op(n~"/?)

where the inequality is followed by the Cauchy—Schwarz inequality, and the last equality is
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by Assumption 10. Specifically, we can show that

||ﬂa(Aa XR7 R) B lua(A7 XPm R) ||2

||ﬂa<A7XR7R = 1p) - Ma(A7XR7 R = 1p)||2 S

P(R=1,)
Also,
A 1- A){R=1,} [Y — jio(A, Xp, R )
P{M()(Aa XR7 R) - MO(A7 XR7 R) - ( ) { Ii} [ MO( r )]} = Op(n 1/2)
eo(X)
by a similar argument. Therefore, P [(7‘ — &)+ (p — Qﬁ)} —_ Op(n*1/2), 0

Lemma S5. Under Assumptions 14, 10, and 11, Fappw = Tarpw + 0p(n1/2).

Proof. The Lemma holds because

A

Tapw — Tapw = (P, — P) {(T —F)+ - 1/3)} +P {(T -7+ W - ¢)]

= 0p<n_1/2)

by Lemma S3 and S4. O

Lemma S6. Under Assumptions 1-4, 10, and 11, Var|t(Z)+¢(Z)] = Var[r(A, Xg, R)] +

B[] + E[25]

Proof. We simplify the formula V' = Var|[r(Z)] + Var[¢)(Z)] and we notice

Var[$(Z)] = E (AH{R =1,} E;(;()/Ll(A,XR, R)])
(1— AR =1,} [V — oA X, R)]\*
o s Y
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which includes two parts, and for the first one

E (A]I{R: LY -EY|A=1,X,R= 1p)]>

e1(X) 2
(AR B 4= 0)
:E{E (H{R: 5 [Y;g{(; [A=10F | A= 1,X> P(A=1] X)}
:IE{MR: 1%(‘)?): L) g (v — By A= 1, %) | A=1,X)P(A=1 X)}
:E{E([Y—E(Y | A;(;(,)X)} A= l,X)}
e

where the first equality holds by definition and Assumption 3. The second equality uses
law of iterated expectation, and the third equality is from Assumption 3. We can also yield
. Var[Y (0)| X]
that the second term in (S6) equals E {760()() }
Therefore the doubly robust estimator 7arjpw is asymptotically linear and by the central

limited theorem,

Vi (Faupw — 7) ~ N(0,V)

V = Var[7(A, Xg,R)] + E lJ%(X)] +E [03()@]

e

H
<
o

where ¢%(X) = Var [Yi(a) | X] for a =0, 1. O

S.8 Discussions on completeness
S.8.1 Sufficient conditions for completeness

Our work extends the sufficient conditions to both integral equations, whereas Yang et al.
(2019) only address the first. Remember that a function f(X,Y’) is said to be complete
in Y if, for any square-integrable function g(X), the condition [ ¢(X)f(X,Y)dv(X) =0
implies that g(X) = 0 almost surely. We provide two sufficient conditions for completeness.
The first condition applies to discrete support and requires a full-rank condition on the
observed transition matrix. The second condition applies to continuous support within the
exponential family. We then connect the conditions to the integral equation £(X) and the

integral equation f(X), which together yield the identification formulas.
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Lemma S7. Suppose that X andY are discrete, X; € {x;1,..., 25} andY € {y1,...,yx}.
Let g =Jy X -+ X Jp, and let © by a K x q matriz with k-th row ©y, = f(X, y;) evaluated
at all possible values of X. Then g(X) = 0 if Rank(©) = q.

Proof. Denote vec(X) = (z1,...,z,)" where the column vector listing all possible combi-
nations of the entries of X. Then it is easy to rewrite everything into matrix formats. The
full column-rank to trivial-nullspace result follows directly from the Rank—Nullity Theorem
(Horn and Johnson, 2012). O

Lemma S8. Suppose f(X,Y) = a(X)h(Y)exp{\(Y)"n(X)}, then it is complete in Y if
(i) a(X) >0, (i) N(Y) > 0 for every Y € B where B is an open set, and (iii) the mapping

n(X) is one-to-one.
Proof. See Yang et al. (2019). O

Remark 9. In the Gaussian model

FXY) = (Y | X) F(X) =~ exp| -89 () g e RY, X € R,
2o
is complete in Y. Identify,
0(X) = = [(X), AY) =0 VB, n(X) =X

V2mo?

Clearly a(X) > 0, A(Y') > 0 on any open set B. All conditions of Lemma S8 hold, and
F(X,Y) is complete in Y.

Remark 10. We consider a sufficient completeness condition for our identifications. For
the joint distribution f(A = a,X,Y,R = 1,) in the identification formula, we assume
completeness in'Y for a =0,1. That is, we can define f,(X,Y)=f(A=a, X, Y,R=1,).
Suppose that X and Y are discrete, with X; € {x;1,...,7;,} andY € {y1,...,yx}. Let
q=Jix---xJ,, and let ©, be a K x q matriz where the k-th row is Ou = fo(X, yx)
evaluated at all possible values of X. Then, by Lemma S7, Rank(©,) = q. A similar
argument holds for the conditional marginal distribution f(Y | A=a, X, R =1,), which is
complete in X orY fora=20,1.

S.8.2 Equivalence of Assumptions 5 and 5’

The two completeness assumptions are equivalent if f(A =a, X, R =1,) > 0 for any a and

this equivalence is particularly clear in the illustrative case of discrete confounders. For
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example, when p = 1, equation (3) becomes

I P{R=0]| X, A=a}

A=aY,R=0} =
HA=aY, } ;P{Rzl\Xi,A:a}

x f{A=a,X;,Y,R=1}, ac{01}.

with the matrix format

f{A = a,Y =Y, R = O} fo,a(xl)
: :@a :
f{A - OHY = VK, R = 0} Kx1 fﬂ,a(xJ) Jx1
where
f{A:CL,Xl,Y:th:l} f{A:CL7XJ,Y:y1,R:1}
@a: . .
f{A:(I,Xl,Y:yK,R:]_} f{A:a,XJ,Y:yK,Rzl} KxJ

In the alternative representation, equation (10) becomes

f{Y]A:a,R:O}:zJ:f{Xi]A:a,R:O}

=1

X f{iY|A=a,X =x;,R=1}, a€{0,1}.

with the matrix format

Y =y |A=a,R=0} foalX1)
: :Pa
HY =yx|A=a.R=0)}) foaX0)) |
where
f{yl\A:a,Xl,Rzl} f{y1|A:a,XJ,R:1}
Fa: : .
Hyx[A=a, Xy, R=1} -+ fyx [A=0a,X;,R=1)}

KxJ

The full column ranks of ©, and I', (the discrete analogue of the completeness assump-
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tion) coincide. Indeed, writing ©, = D, ', where

flA=a,X;,R=1} 0 0
0 flA=a, X5, R=1} --- 0
Da — )
0 0 o f{A=a,X;,R=1} Ty
the positivity condition f{A = a,z;, R = 1} > 0 for all j implies that D, is invertible.

Therefore rank(©,) = rank(D,I';) = rank(l',), so ©, and I', have identical full column
rank.

For the general proof, specifically, we first show that the completeness of f(A =
a,X,Y,R = 1,) in Y implies the completeness of f(Y | A = a,X,R = 1,) in Y. For
any square-integrable function g(X), such that [g(X)f(Y | A=0a,X,R=1,)dv(X) =0,
we have [ Ma<—§§Rl)f(Y, A=a,X,R=1,)dv(X) = 0. Because f(Y,A=a,X,R=1,)
is complete in Y, we then get W))&%m = 0. And thus g¢(X) =0by f(A=a,X,R =
1,) > 0. Therefore, f(Y | A=a,X,R=1,) is complete in Y.

Conversely, we assume the completeness of f(Y | A = a,X,R = 1,) in Y. From
J9X)f(A = a,X,Y,R = 1,)dv(X) = 0, we observe that [¢(X)f(A = a,X,R =
1) LA 4y (X) = [ g(X)f(A = 0, X, R=1,)f(Y | A =0, X, R = 1,)dv(X) = 0.
Since f(Y | A=a,X,R =1,) is complete in Y, g(X)f(A =a,X,R = 1,) = 0. Hence,
f(A=a,X,Y,R =1,) is complete in Y.

S.8.3 Trivial intersection of Im(0,;) and ker(O,2)
For any a € {0,1} we have the property Im(©,;) N ker(©,2) = {0}, where recall
Ou1g)( /g FY | A=a,X,R=1,)dv(Y),

(Ouu)(Y) = / w(X) f(A=a,X,Y,R=1,) dv(X).

Proof. This result follows from the Rank-Nullity Theorem since the kernel of 6,5 coincides
with that of the adjoint estimator of ©,;. However, we opt to give a direct proof here rather
than appealing to the theorem’s general statement.

(1) We want to show that Im(6,;) N ker(O,3) = {0} where

Ou1g)( /g —a,X,Y,R=1)dv(Y).
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We define the inner product (v,n)x = [~v(X)n(X)dv(X). Then, we find that

(Ourg, u)x = / [/g(Y)f(A — 4. X.Y.R= 1p)dy(y)} w(X)dv(X)
= [/ w14 =0, x.¥. R = 1,)d0(3)| 9(1)a(v)

= <g7 @a2u>Y

by Fubini’s theorem. Assume that there exists @%(X) and §(Y) such that @(X) = (©419)(X)
and (O,21)(Y) = 0. We notice

<®a1.§v]7 éalé)X - <@a1§>a>X = <g7 @a2a>Y =0

From (0,17, 0a0)x = 0, we get %(X) = (6,1)(X) = 0 by the basic property in the
functional analysis. Thus, Im(0,;) N ker(6.2) = {0}.

(2) We want to show that Im(0,;) Nker(0,2) = {0}. For any 4(X) and §(Y) such that

{L(X) = (@alg)(X) and (@aQ{L)(Y> = 07

we have (X) = (0,19)(X), where g(Y) is defined by

IV f(A=a X, R=1,) =g(Y).
Since Tm(O41) Nker(Ouy) = {0} from (1), it follows that %(X) = 0. Therefore, Im(O,) N
ker(Q,2) = {0}. O

S.9 Illustrative examples for two sets of identification formulas

We present a few examples to illustrate that the two sets of identification formulas apply in
different scenarios. The first example demonstrates that the initial set of formulas is valid
when the dimension of Y exceeds that of X. By contrast, the second example emphasizes
the case in which the dimension of Y is lower than that of X. We observe (A, Xg, R,Y) and
focus on the treated arm A = 1. All probabilities and expectations below are conditional

on A = 1. Also for simplicity, we assume that R is a dummy variable.
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S.9.1 Completeness in Y

The completeness in Y is quite straight forward. As an illustration, let Y have three
categories and X have two categories. The top panel reports the (full-data) joint cell
probabilities of (Y, X) within each R stratum, conditional on A = 1. The bottom panel
shows the observed-data distribution. When R = 0, only one column of X is observed,

whereas for R = 1 both columns are observed.

R=0 R=1
X[ o 1 X[ 0 1
0 |1/8 0 0 [1/12 0
1| 1/8 1/8 1 | 1/12 1/12
2 | 0 1/8 2 [1/12 1/6

Notes. Cell probabilities are conditional on A = 1. Each block sums to 1/2, so
P(R=0|A=1)=PR=1|A=1)=1/2.

R=0 R=1
Y\X | NA. x| o 1
0 | 1/8 0 [1/12 0
1 | 1/4 1 |1/12 1/12
2 | 1/8 2 [1/12 1/6

Notes. We observe only the cells revealed under each R pattern: for R =0 a
single X column is observed; for R = 1 both X columns are observed. Totals

again equal 1/2 within each R block.

By the identification procedure in Section 3.2.2 and the observed data, Bayes’ rule yields
PY|A=1,R=0)=(1/4,1/2,1/4). Let

1/3 0
o=11/3 1/3],
1/3 2/3

where © denotes P(Y | A=1,X,R=1,) (see S.8.1). Under outcome-independent MNAR
Y 1L R| A, X, equation (10) implies

PY|A=1,R=r)=OP(X |A=1,R=r), re{0,1}.

Solving this system gives P(X | A=1,R=17r) = (1/2,1/2)7 for r =0, 1.
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S.9.2 Completeness in X

The completeness condition in X is rather abstract. To provide intuition, we present two
examples that illustrate the low-dimensional structure embodied in (13). We now consider
the case where Y takes two values and X takes three values. For the first example. Take
Jj €40,1,2} with P(X = j) =1/3, let

P(Y | X) = (1/4 1/2 3/4

(rows Y =0, 1; columns X =0, 1,2),
3/4 1/2 1/4

and set P(R=1|A=1,X)=(1/2,1/2,1/2). This construction enforces Y L R| A, X.

R=0 R=1
Y\x| 0 1 2 Y\Wx| o 1 2
0 |1/24 1/12 1/8 0 |1/24 1/12 1/8
1| 1/8 1/12 1/24 1| 1/8 1/12 1/24

Notes. Each block sums to 1/2 (conditional on A = 1). Because
P(R=1]|A=1,X) is constant,
PY|X,R=0)=PY |X,R=1)=P(Y | X), so the two panels are

identical column-wise.

R=0 R=1
WX o 1 2

0 |1/24 1/12 1/8

1 1/8 1/12 1/24
Notes. For R =0, X is unobserved but P(Y,A=1,R=0)=(1/4,1/4) is
observed. For R =1, X is fully observed. Totals again equal 1/2 within each R
block.

From the observed sample with R = 1, we summarize the conditional and joint distri-

butions as follows. The first matrix,

@1:IP’(Y|A:1,X,R:1):<1/4 1/2 3/4),

3/4 1/2 1/4

captures the conditional probabilities of Y given treatment A = 1, confounders X, and
being observed (R = 1). Each row corresponds to a value of X, and each column represents

a value of Y.
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The second matrix,

0 = P(X.Y.R=1) = (1/24 1/12 1/8)’

1/8 1/12 1/24

represents the joint distribution of (X,Y’) among the observed units. This matrix encodes
both the marginal variation in X and the dependence structure between X and Y within
the R = 1 subpopulation.

Meanwhile, the unobserved value 5 = (2,2,2), and we have ¢ = (2,2) such

1
R=1]A=1,X)
that

1/4 1/2 3/4
¢ /4123 (2 2 2).
3/4 1/2 1/4
Thus, Assumption 6 holds. To identify the ATE, note that based on observed values we

have

7/48 5/48

0,0] =
P10, ¢(5/48 7/48

) =P(Y)=(1/2 1/2).

Hence, ¢ can be uniquely determined. For the second example, we take X € {0,1,2} with
P(X =7)=1/3. Let

1/4 1/4 3/4

PYl4=1X)= (3/4 3/4 1/4

) (rows Y =0, 1; columns X =0, 1, 2),

and set P(R =1 | A=1,X) = (1/3,1/3,1/2). Similarly, we can get ¢ = (7/12,1/4).
In the same manner, we are also able to identify the underlying distribution. These two
examples highlight two key intuitions. Across strata, either the variation in the missing

patterns is identical, or the missing patterns coincide with the outcome distribution.

S.10 Nonparametric (machine learning) two-stage least squares
S.10.1 Extra notations

Let HY = {h;(W) = exp(-WTW)W?% : j =1,...,J} denote the class of Hermite-type
basis functions, where W = W' ... Wp)\j”, A= (Ajp, -+, Aj,) is a multi-index, and |\;]| =
P, A, with |\;]| non-decreasing in j. Define the standardized variable W = S~Y/2(W —p),

where p and ¥ are fixed mean and covariance.
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S.10.2 Compactness and computational complexity

Although equations (10) and (14) are point-identified under the proper assumption, esti-
mating f..(X) and ¢,(Y") is difficult because it entails solving a Fredholm integral equation
of the first kind which is an ill-posed inverse problem.® Meanwhile, the associated linear
operator is compact and its inverse is unbounded, so even small sampling error in the es-
timated densities f(A = a, X, YR = 1,) and f(Y | A = o, X, R = 1p> can be greatly
amplified, producing substantial bias in the plug-in estimators f,,(X) and ¢,(Y). See
Newey and Powell (2003) for a detailed exposition of this ill-posedness in nonparametric
IV models and Kress (1999) for perturbation theory.

Before discussing compactness, for computational simplicity, we assume the following

Hermite expansions,

f ra ZQ (X and ¢a Z’y
where the standardization stabilizes the coefficients. Therefore,

X, Y|A=a,R=1)= /fm(X)f(Y |A=a,X,R=1,)dv(X,)

Jx
:Z@ /h FY [A=a, X, R=1,)dv(X,)
- Zeﬂ HI(X,,Y) (S7)

by the second identification equation (10) where the conditional expectation HY, (X,,Y) =
Thi(X)f(Y|A=a,X,R=1,)dv(X;). And

= [ 6u(¥)

—Z%/h

/f(ff | A=a, X,R=1,)f(A=a,X,Y,R=1)dv(X)| dv(Y)

/f V]A=a,X,R=1)f(A=a X,Y,R=1)dv(X)| dv(Y)

= Z’WHJ (S8)

where the conditional expectation H(Y) = [ f(Y | A=a,X,R=1,)f(A=a,X,Y,R =
1,)dv(Y).

6See the estimation of (10) in Yang et al. (2019).
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First of all, let D*g(W) = % where A = (A1, ..., ,). In particular, D% (W) =
g(W). For a vector valued function H(W) = {hy(W),..., hy(W)}T, also define D*H(W) =
{thl(W), . ,DAhJ(W)}T. For parameters m > 0, mg, g > p/2, and § € (p/2,d),

consider the function space

Gim,mo 60,8 = {Q(W) : Z {DAQ(W)}Q (1+ WTW)60d£U < B}

[A|[<m+mg

and W is the standardized version of W. Define the norm ||g||g = max <, supy, ‘D)‘g(V_V)' (1+
WTW)?. Gallant and Nychka (1987) show that the closure of G, 5,.5 With respect to the

norm ||g||g is compact.

Assumption S4. Assume that the functions f..(X) as well as their estimators f..(X) all

belong to the function class Gy myoixo,Bx for any r and a.

Assumption S5. Assume that the functions ¢o(Y) as well as their estimators q(Y) all

belong to the function class Gy myo.6ve.By fOT aNY a.

Given the Hermite approximations, the regularization in Assumption S4 translates to

o { 3 /{DAH()_()} {DAH()_()}T (1+ X" X)dy(X)| 6, < By,

[A|[<mx+mxo

where 6,, = (6} 07x)T. The regularization in Assumption S5 translates to

ra> " Vra

g [ > [{DHO)H{DHE)} (147 d(Y) | 5 < By,
[A|<my +myo
where v, = (71, ...,7/)T. Therefore, we choose the positive definite matrices Ax and Ay
in the constraint for regularization as
MT( X A LT T %)\
Ax= Y {DHX)}{DHX)} (1+XTX)™dy(X),
[A|<mx+mxo
AET(V Appsy LT 2\
Ay= % {DHW)}{DHY)} 1+ V)™ odu(Y).

[A|<my +myq

Therefore, the proposed estimators of &,.,(X) and f,,(X) are
fra(X) = Z eiah](X) and ¢a(Y) = Z ﬁcjzhj(y)
=1 =1
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where 0,, and Aro minimizes the objective function subject to the constraint that
VLAX Yra < BX and HIAY 9(1 < BY-

The regularization is not restrictive in two senses. By definition, functions in Gy, 1 .6,,8
satisfy two natural conditions that first, the bound B guarantees sufficient differentiability.
Second, it constrains function behavior outside the main region, avoiding explosive growth
at extreme values. In practice, we only care about the functions f,,(X) and ¢,(Y") within
a compact region covering the observed data, where they are expected to be smooth.
Thus, this regularization merely formalizes standard assumptions and does not impose

restrictions.

S.10.3 Detailed computation algorithms

We provide neat conclusions of our implementation algorithm in this section. Our com-
putational algorithms build on the machine learning frameworks, for example, in Prince
(2023).7 In particular, we use a neural network for nonparametric regression, learning
the conditional mean function m(x) = E[y | x] without assuming any specific parametric
form. Meanwhile, to model both the marginal density f(x) and the full conditional density
fly|x) = %, we employ normalizing flows that is the chains of invertible transforma-
tions 7' that map a simple base distribution py(z), such as a Gaussian, to a complex target

distribution. The training objective is the log likelihood by the change of variables,

T (x, y)i

det
e By

logp(y | ) = logpo (T (x,y)) + log

which ensures both exact density evaluation and efficient sampling. Due to their invert-
ibility and tractable Jacobian determinants, these flows can capture multimodal structures
and heteroskedasticity behavior, providing richer uncertainty quantification compared to
standard Gaussian density. Normalizing flows have been widely used for expressive density
and conditional modeling due to these properties.

We provide three algorithms to compute 7 below. The three algorithms are based on
three identification equations that we proposed in Theorem 1 equation (7) and Theorem
2 equation (11). We therefore have computation algorithm. We want to know how to
calculate different values and plug them into different estimators. We can estimate by

minimizing the residual sum of squares. Although common techniques, such as Tikhonov

"Our implementation draws from the UVADL course notebooks (https://uvadlc-notebooks.
readthedocs.io/en/latest/).
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regularization (Darolles et al., 2011) or penalized sieve minimum distance (Chen and Pouzo,
2015) can also stabilize ill-posed inverse problems, we adhere to the approach of (Newey
and Powell, 2003) and (Yang et al., 2019), applying compactness constraints directly to
the approximating function spaces. Concretely, we assume f,,, fm € Gmx.mxo.dx0,Bx and
ba, Pa € Gy myo.dvo,By & Sobolev-type space whose closure is compact under a norm en-
forcing bounded derivatives and tails.

In practice, when we approximate f.,(X) and ¢,(X) by basis expansions fm(X ) =
Zjﬁl é{ahj()_( )and ¢, (V) = ijl 43h;(Y), because the sample version of the approximation

is linear, we can estimate the 4/, and 67 by minimizing the residual sum of squares

2

Z |:fA(XT72', Y; | Az = a, Rz = T' Z 9] H] XT,’i? Y;) (89>
i=1
and for the alternative integral equation
. 2
S f(A = ZVJHJ (S10)
i=1

where to address the ill-conditioned nature of our estimation, we restrict the infinite di-
mensional functions f,,(X), ¢.(Y") as well as their sieve-estimators fm(X ), QASQ(Y) to lie in
a compact function space. This restriction serves as a regularization, rendering the under-
lying inverse problem well-posed. The compactness condition becomes a constraint on the
coeflicient vector feraA X Vra < Bx and HQTAY 0, < By. where Ax and Ay are positive
definite matrices derived from integrals of basis derivatives. After getting the estimators

of fm(X ) and gz@a(Y), we can derive the average treatment effect by three proposed ways.

Algorithm 1 (OBCATE)

Step 1 Obtain machine learning estimators of f(X | A = a,R = 1,), f(X,,Y | A =
a, R =1,), for all r and a. Denote a neural network estimator of E(Y | A=a,R=1,) by
IFE(Y |A=a,X,R=1,) for a=0,1. Let f(Xr,Y | A =a, R =r) denote the normalizing
flows estimators of f(X,,Y | A =a, R =r), respectively.

Step 2 Obtain a series estimator of f,,(X) using Hermite polynomials,

J
fra(X) = Z gahj(X
j=1

A

where (6},,...,07,

T R R
) minimizes equation (S9) subject to the constraint 6 Ax6,, < Bx.
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Step 3 For any a = 0,1

E<Y | A=1,XR= 1P>fm(X)
f(XT |A=a,R=r)

(A, X, R=r) = | dv(X;).
Step 4 Based on Theorem 2 and subsection 4.1, estimate 7 by using a numerical approxi-
mation

. 1 & N

TMREG = > [ (As, Xg,, Ri) — fio(Ai, Xg,, Ri)) -

i=1

Algorithm 2 (IJPW)
Step 1 Obtain machine learning estimators of 7(X), f(X | A=a,R=1,), f(X,,Y | A=
a,R=1,), for all r and a. Let

FX)=EY |A=1,X,R=1,)-E(Y |A=0,X,R=1,), (S11)

where E(Y | A = a, X, R = 1,) denotes a neural network estimator of E(Y | A = a, R = 1,,),
fora =0,1. Let f(X | A=a,R=1,) and f(X,,Y | A= a, R = r) denote the normalizing
flows estimators of f(X | A=a,R=1,) and f(X,,Y | A =a, R =r), respectively.

Step 2 Obtain a series estimator of ¢,(X) using Hermite polynomials,

.
where (?y;, oA ) minimizes equation (S10) subject to the constraint 4, Ay4, < By-.
Step 3 Estimate [¢,(Y)f(Y | A = a,X,R = 1,)dv(Y) and then calculate the joint

propensity score

f(A=a,X,R=1,)
P(R=1,|A=0aX)

€a(X) =

for a =0, 1.
Step 4 Calculate the inverse joint propensity weighting (IJPW) estimator:

TIJpPW = — Z ~ - ~
n 61(X7;) GO(XZ‘)

=1

(S12)

Algorithm 3 (Doubly Robust)
Step 1 Follow the steps 1-3 in Algorithm 1-2.
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Step 2 Based on the doubly robust estimator given in equation (17) or (18),

. 1 & .
Tapw = > {M(Ai, Xg,, Ri) — fio(Ai, Xr,, Ri)
i-1
é1(X;)

(1—A) IR, =1,} [Y; — fio(Ai, Xg,, R:)] }

0(X) (813)

S.10.4 Choice of tuning parameters

When implementing the estimator, we need to carefully balance several tuning parameters:
the number of Hermite polynomial terms J, the regularization bound B. Choosing larger
values for J and B improves the estimator’s ability to closely approximate the true function.
On the other hand, if J and B become too large, we introduce excessive variance into our
estimates. Prior work by Chen and Pouzo (2012) and Chen and Christensen (2018) provides
theoretical guidance on how these parameters should scale with sample size in the context of
penalized sieve minimum distance estimation. In practice, we recommend selecting tuning
parameters using data-driven techniques, such as cross-validation, and complementing this
approach with sensitivity analyses to assess the robustness of the results under different

parameter choices.

S.11 Proof of Theorem 7

In this proof, we verify two essential properties of the influence function. First, we show that
it satisfies the geometric characterization both for the parameter of interest and the nuisance
parameter. Second, we demonstrate that the influence function lies in the tangent space.
Together, these two parts establish that the influence function is the efficient influence
function, achieving the optimal behavior with respect to both components of the parameter

space.

S.11.1 Setting

Let the observed data be denoted by O = (A, Xg, Y, R) where Y is always observed, and R
is the missingness indicator vector specifying which components of the confounder vector
X are observed. The notation Xy refers to the subvector of X corresponding to those
components for which R indicates observation. We define the full data as Z = (A, X, Y, R),
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which is not fully observed when some entries of X are missing. We assume outcome-
independent missingness, R L Y | A, X. We also assume a bridge restriction, there exists
a measurable function ¢,,(Y") such that for each missingness pattern r and treatment level
a, [ Y)Y |A=0a, X, R=7)dv(Y) =1/m(a,X), where m,.(a,X) :=P(R=r| A=
a, X). Additionally, we impose extra conditions on certain parts of the distribution, as
specified in Assumptions 5 and 7.

Let fy(Z) satisfying the assumptions described above be a regular parametric submodel,
with the true density given by f = f; at 6 = 0. A common choice of submodel for

nonparametric P is, for some mean-zero function h: Z — R,

fo(Z2) = [(2){1+0n(Z)},

with respect to the dominating measure v, where [|d||cc < M < oo and |f] < 1/M so
that fy(Z) > 0 v-almost surely. By the outcome-independent missing not at random

assumption, the full-data score decomposes as

59(Z> = SQ(AvX) + SG(Y | A7 X) + SG(R | A7X7 Y)7
= S@(A,X) —|—89(Y | A,X) —|—89(R | A,X),

where each term is the score for the corresponding component of the full-data likelihood.
We adopt a slightly different decomposition from Jiang et al. (2022) because the score

S(A, X) is enough for characterizing the efficient influence function. Specifically,

SO(AaX) = aaelong(AaX)> SG(R ’ A,X,Y) = aaelogP9<R ‘ A7X7Y)>
WV 1AX) = D10 fo(Y | A.X), (R AX) = 2 log Pi(R| A, X),

These score components satisfy the zero-mean property. For additional notation, we use
a dot to denote the partial derivative with respect to . For example, 74(A, Xg, R) =
% 19(A, Xg, R), where the derivative is taken along the parametric submodel.

We rely on the complete-case pattern 1,, which is the mask that reveals all required

entries of X. For any observed data point O, we write

p(0) = (A, Xg, R) + {R = 1,}p(A, X, Y),
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where

h(A7 XR7 R) = MI(A7 XR7 R) - /'I’O(A7 XR7 R) - T,

pIY.A.X) = Y = (X)] = S5 = mo(X)]
A 1—-A
- el(X) [Y - le(A, Xk, R)] - eo(X) [Y - MU(A’ XR’ R)]

The extra equality in the second equation holds because R = 1, determines the value of .

S.11.2 Semiparametric efficiency bound

As shown in Tsiatis (2006), every regular asymptotically linear estimator admits the Riesz

, 41 79 = E[p(O)se(O)]. To establish efficiency, one must further show

that this influence function lies in the model’s tangent space. The extra constraint requires

representation

that for each a, there exists a function ¢, such that

1
/%(Y) SO IA= 0 X R=1)dn(Y) = —=os, (e, X) =P(R=1,] A=0.X),
and so does the submodel,
1
/gbag(Y) (Y [A=a, X,R=1)dv(Y)= ———  mp(a,X)=Py(R=1,| A=a,X).
7 7T9(CL,X)

Differentiating this constraint with respect to 6 on both sides gives the linear constraint on

the scores
mo(a, X) = Ay, (a, X) (S14)

where Ag,(a, X) = —mp(a, X)E {g'baﬁ(Y) + Pap(Y)sog(Y | A=0a,X)| A= a,X}. Note we
can have ¢,(Y) be the unique solution in sg(R =1, | A = a,X) |p=o= As, |9=0 because
fY]A X, R=1)is completein Y and Y 1L R| A, X.

The observed data tangent space can be defined as the set of linear operators acting on
the full data scores (Bickel et al., 1993; Robins et al., 1994; Zhang and Tchetgen Tchetgen,
2022). For instance, Theorem 7.1 in Tsiatis (2006) provides a useful reference, where
the full data is instead defined as (A, X,Y’) rather than Z = (A, X,Y, R), so the MAR
assumption is required. See Lemma S15 for an explanation of this. Therefore, starting

with the treatment confounder score s(A, X), we can set the operator as (ignoring the
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parameter 6 for simplicity, since it does not affect the result)
Toils(A, X)] =E[s(A,X) | O] =Y {R=r}E[s(A, X) | A, Xp,Y,R=1].
For the outcome score s(Y | A, X), the operator is defined as
Toa[s(Y | A, X)] =E [s(Y | A, X) +{R = 1,}A,(4,X) | O],
which can be rewritten as

Tos[s(Y | A, X)] = I{R = 1,} [S(Y | A, X) + Ay (A, X)]

+ D IR # 1,)E[s(Y | A, X) [ A, Xg,Y, R =1]

where E[s(Y | A, X) | A, X, Y,R=1,]=s(Y | A, X) and E[A;(A,X) | A, XY, R=1,] =
As(A, X). And finally,

Tos[s(R| A, X)] =Y {R# L}E[s(R| A, X) | A, Xp, YR =1]

The observed data tangent space, obtained as the closure of the scores of regular sub-

models under the imposed constraints, is given by
T = {To,l[g(A, X)] + Toslg(A, X,Y)] + Toslg(A, X, R)]
Elg(A, X)] =0,E[g(A, X,Y) | A, X]=0,E[g(A, X,R) | A, X] =0,9(A, X,Y) € ’H}d
— {Toulg(4, X)) + Toalg(A4, X, V)] + Toslg(4. X, R)

Elg(A, X)] = 0,E[g(A, X,Y) | A, X] = 0,E[g(A, X, R) | A, X] = o}d

where the operator cl denotes the closure of a set in the Hilbert space L*(P), and H =
{a se(Y | A, X) : fo(Y | A, X) satisfies Assumptions 5 and 7, a € R} is not restricted on
directions as shown by Canay et al. (2013). We can set

g(A7X) = m1<X) - mO(X) - T,
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which can be mapped onto the R indicator

Toa[9(A, X)] = E[m (X) —mo(X) | O] =7
= /Ll(A,XR,R) — /L()(A,XR,R) — 7+ A(A,XR,Y,R)

where
A(A, Xg, Y, R) = E[mi(X) — mo(X) | O] = E[m(X) — mo(X) | A, Xg, R].
Then, we set

J(A,X)Y)=-E[r(X) | A X, Y]+ E[r(X) | A, X]+u(4, X,Y)

go(A,X,Y)

where u(A, X,Y") satisfies

U(A7X> Y) _I_Au(A,X) - p(A,X, Y) — go(‘/4’)(7 Y) — Ag()(AaX)
Elu(A,X,Y) [ A X, Y,R=7r] =0 for every r # 1,,
Eu(4,X,Y)| A X]=0.

Then §(A, X,Y) has the property that

]E[g(A>X7 Y) ‘ A XY, R = 1] = f](A,X, Y),
E[ﬁ(A,X, Y) | A X, Y R= 7’] = —A(A,XT,Y,T).

We thus have ¢(O) = Tp1[§(A, X)] + To2[9(A, X,Y)]. Therefore, (O) € Jp.

S.12 Auxiliary lemmas and extra results

This subsection consolidates several key results briefly discussed in the main paper, along

with lemmas that are utilized across various proofs.

Lemma S9. Let U, be an estimator of the target function U, and define
A = 04(X) = U(X)]Jz

Let r,, be a positive sequence. Then:
(a) If E(A2) = O (r2), then A, = O, (ry) .
(b) IfE(A2) =0 (r2), then A, = 0, (1) .

76



Proof. By assumption E (A2) < 72, where a, =< b, if a, = O(b,). Then by Markov’s

n’

inequality

P(A, > Mr,) = P(Ai > M27}21)

IN

Choosing M large enough such that M =2 < ¢ yields
P(A, > Mr,) <e,

which implies A,, = O,(r,). The little-o, case is analogous. O

Lemma S10. Under Assumptions 1-/,
pa(A, X, R=1,) =E[Y(a) | X]

for any a =0, 1.
Proof. Assumptions 1-4 ensure the conditional expectation is well defined. Recall p1,(A, Xg, R) =
JEY |A=0a, X)f(Xz| A Xg,R)dv(Xj) then we have

Ha(A, X, R = 1,) =E(Y | A= a,X) =E[Y(a) | X]
where the first equality is by definition of u,(A, Xg, R) and the second equality is from
Assumption 3. O
Lemma S11. Under Assumptions 1-4,

E{f(X)AI{R = L} [Y — m(A X, R)]} =0
E{f(X)(1 - A){R = L} [Y — uo(A, X, R)]} =0

for any Borel measurable function f.

Proof. E{f(X)AI{R = 1,}[Y — m(A, X,R)|} = E{f(X)AI{R = 1,} [Y — (4, X,R =
1,)]} because of I{R = 1,}. By Lemma S10 and the law of iterated expectation, it is equal

to,

EE(F(X)ARE =1} {Y —E[}'(1) | X]} | A, X)]
=E{/(X)AE({R =1,}{Y - E[Y (1) [ X]} [ A, X)}
=E{/(X)AE({R = 1,}{Y —EY(1) | X]} | A=1,X)P(A=1)}.
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Next, we observe

E(HR=1,}{Y —E[Y(1) | X]} [A=1,X)

—E{l{R=1,}Y ~I{R=1}E[Y(1)| X] | A=1,X}

—E({R=1,)Y |A=1,X)-E{{R = 1,}E[Y(1) | X] | A =1,X}
—E({R=1,} |A=1,X)E(Y |[A=1,X)-E{I{R=1,} | A=1,X}E[Y(1) | X]
=0,

where the third equality is by Assumption 3 and E[Y' (1) | X] is a function of X. Hence,
E{f(X)AHR = 1,} [Y — (A, X, R)]} = 0.

]

Lemma S12. Under Assumptions 1-4, for 7(Z) and (Z) in (S2) and (S3), we have
E[r(Z)6(Z)] = 0 ond E[(Z)] = 0.

Proof. E[t(Z)] = 0 holds by Lemma S11 by setting f(X) = ea(lX) for

E{f(X)AL{R =1} [Y — (A X R)]} =0,
E{f(X)(1 - A)I{R =L} [Y — po(A, X, R)]} =0,

respectively. We also have E[7(Z)y(Z)] = 0 by noticing
pa(A, X, R=1,) = E[Y(a) | X]

from Lemma S10 and set f(X) = %. O

Lemma S13. Let (2, F, P) be a probability space, Z € L*(Q), F,P), and G C H C F be
o-fields. Then Var(E[Z | H]) > Var(E[Z | G)).

Proof. This is an immediate consequence of the law of total variance. See Theorem 5.1.1
in Durrett (2019). O

Lemma S14. Let {X) : X € A} be a family of integrable random variables on a probability
space (Q, F, P) which is uniformly integrable, i.e., imp_,o SUpPycp E{ | X I{] Xa| > B}} =
0. Let Gx € F be any sub-o-algebra (which may depend on ). Then the family of condi-
tional expectations { E[X\ | G] : X € A} is also uniformly integrable.

Proof. This is immediate from the discussion of Chapter 14 in Williams (1991). O
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Lemma S15. The parametric submodel observed-data score with respect to 6 is given by
se(A, X, Y R=1)=E[sg(A, X, Y R=1) | A, X,,) Y, R =]
Proof. The density for the observed data is
fol A, X, Y, R =7) = [ fol A, XY, R = r)dv(X;)
and the log-likelihood for the observed data is
log fo(A, X,,Y, R =1r) = log/fg(A, X,Y, R = r)dv(X,).
Therefore, by definition, the score with respect to 6 is

9,
Sg(A, Xr7 Y, R = 7') = % 1Og fG(A7XT7 Y> R = T) |9:90

0
— 25108 [ oA, XY, R = r)dv(Xe) loza, -
By the chain rule and the fundamental theorem, we find that the score is

J 55 fo(A XY, R=r)dv(X;) lo—g, _ [ g5fo(A, XY, R = r)dv(X7) |o—g,
JfA XY, R =r)dv(XF) B fA X, Y,R=r)
S se(A XY, R=7)f(A, X,Y, R=r)dv(X;)
- J(A, X, Y, R=1)

where the second equality is from dividing and multiplying by f(A4, X,Y, R = r). Finally,

it is equivalent to
/SQ(A,X, YR=r)f(X;| A X, Y,R=r)dv(X;) =E[sg(A, X, Y,R=71) | A, X, Y, R =r].

]
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